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Final Report
ONR Contract Number N00014-88-K-0475

Extension of On-Surface Radiation Condition (OSRC) Taieory
to Full-Vector Electromagnetic Wave Scattering by Three-

Dimensional Conducting, Dielectric, and Coated Targets

This document provides a concise final report of technical progress and accomplishments for
ONR Contract N00014-88-K-0475. The format is a narrative description of the research followed

* by a compilation of reproductions of journal articles resulting in whole or in part from this funding.

Research Accomplishments- OSRC

1. We completed the OSRC analysis of TM scattering by PEC wedges of arbitrary angle,
showing that the proper current singularity at the edge (and associated scattering effects) naturally

* arises out of the Bayliss-Turkel B, operator.

2. We applied B2 OSRC to analyze full-vector EM scattering by a PEC sphere using radial
potentials, and obtained excellent agreement with the exact solution.

* 3. We applied B2 OSRC to PEC bodies of revolution, in one case applying B2 to surface
potentials, and in the other case applying B2 directly to the surface E and H fields.

4. We applied the Rayleigh hypothesis and high-frequency asymptotic analyses to the PEC wedge
and the cavity-backed aperture to develop an understanding of the differences between these

* approaches and OSRC.

5. We applied B3 and B4 OSRC to analyze full-vector EM scattering by a PEC sphere, and found
monotonic improvement in the accuracy of the computed surface currents at all points along the
surface, especially the shadow region, as the order of the radiation boundary operator increased
from 2 to 3 to 4.

An important direct result of this ONR-sponsored research is that our publications sparked
interest in radiation boundary condition (RBC) and absorbing boundary condition (ABC) theory in
the engineering electromagnetics community. As late as the publication of our first OSRC paper in
1987, this community was unaware of the importance of RBC and ABC theory and applications,
and unaware of the existence of a substantial body of work on these topics in the applied LI
mathematics literature. Since 1987, the number of R.BC and ABC papers published at international ......................
engineering electromagnetics symposia (and in related journals) has risen from a level of zero to a
level today where special sessions on RBC/ABC theory and applications are routinely held, and the ----.............

topic is absolutely mainstream.

-I*- 2
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Research Accomplishments by Students Funded in Part by the ONR Grant

1. We completed (in 2-D) the formulation and tpsting of our new spatial decomposition technique
for MoM, a unique analytical approach that retains the fundamental basis, accuracy, and robustness
of MoM, but profoundly reduces the required computer memory and running time.

2. We constructed the world's largest 3-D finite-difference time-domain (FD-TD) computational
electromagnetics models. The first was an FD-TD model of a 30-k,, U-shaped jet engine inlet,
having 25-million vector field unknowns. We solved this problem in only 3 minutes, 40 seconds
on a Cray Y-MP/8, achieving the fastest computational rate (1.6 GFlops) and highest degree of
Cray-processor concurrency (7.97/8) attained for such a model up to the date of publication. We
later extended our FD-TD modeling to a complete fighter aircraft, the General Dynamics/Lockheed
VFY-218, at illumination frequencies from 100 MHz to 500 MHz. Currently, our 3-D FD-TD
codes can solve for up to 500-million vector field unknowns (in core) when implemented on the 0
Cray M-90 supercomputer. Peak processing rates on the Cray C90 are at about 10 GFlops.

3. Using FD-TD, we completed the first grid-based analyses of radiation by 2-D and 3-D horn
antennas and horn-fed parabolic dishes, and demonstrated high modeling accuracy.

4. We completed a patient-specific EM hyperthermia model for cancer treatment, using artificial 0
intelligence techniques to semi-automatically process computed tomography (CT) images of
patients, thereby assembling a 3-D biological tissue dielectric medium data base for FD-TD EM
analysis on the Cray. Using FD-TD, we completed the first grid-based Maxwell's equations
models of optical imaging and holography for diffraction-limited structures.

5. We made a significant advance in computational physics that permits for the first time the
numerical modeling of the operation of femtosecond optical devices directly from the full-vector
nonlinear Maxwell's equations. Here, we learned how to rigorously incorporate linear and
nonlinear dispersion -- the key optical physics of glass and semiconductor optical materials -- into
the FD-TD direct time integration of Maxwell's equations. W,' jtained for the first time direct
Maxwell's equations models of temporal solitons in I-D and 2-D, spatial solitons in 2-D, and
mutual deflection of spatial solitons in 2-D (light switching light). Our models can treat
engineering features in optical microchips down to the 10-nanometer distance scale, incorporating
such quantum effects as Kerr nonlinearity, Raman interactions, and two-photon absorption.

An important direct result of these aspects of our ONR-sponsored research is that our
publications sparked interest in FD-ID and related grid-based Maxwell's equations solvers in the
engineering electromagnetics community. As late as the publication of our W. Motio review
paper in 1988, this community was largely unaware of the power of such solvers in the context of
the emergence of capable supercomputers, and largely unaware of the existence of a substantial
body of work on these topics in the computational fluid dynamics literature. Since 1988, the
number of FD-TD and related finite-element and finite-volume papers published at international
engineering electromagnetics symposia and in related journals has risen from a level of less than 10
per year (published primarily by my group) to a level today where a single conference (for
example, both the 1992 and 1993 IEEE International Antennas and Propagation Society Symposia)
has more than 90 presented by research teams worldwide. We hope that our new nonlinear
Maxwell's equations FD-TD work will have eventually have a similar impact upon the worldwide
nonlinear optics community.

30



Office of Naval Research
Final Publication / Patents / Presentations / Honors Report

for ONR Contract Number N00014-88-K-0475
1 July 1988 through 31 March 1993

Contract / Grant Number. N00014-88-K-0475

Contract / Grant Title: Extension of On-Surface Radiation Condition Theory to Full-Vector
Electromagnetic Wave Scattering by Three-Dimensional Conducting,
Dielectric, and Coated Targets

Principal Investigator: Allen Taflove

Mailing Address: Department of Electrical Engineering and Computer Science
McCormick School of Engineering
Northwestern University
Evanston, Illinois 60208

Phone Numbers: (708) 491-4127 (office), -8887 (lab), -4455 (fax)

E-Mail Address: taflove@eecs.nwu.edu

0 a. Number of Papers Subuutted to Refereed Journals but not yet published: 4

b. Number of Papers Published in Refereed Journals: 25 (reproduced in this report in Appendix A)

1. G. A. Krlegsmann, A. Taflove and K. R. Umashankar. "A new formulation of electromagnetic wave
scattering using an on-surface radiation boundary condition approach," IFFT Trans. Antennas and
P paiahloL vol. 35, Feb. 1987, pp. 153-161. (See pp. Al - A9 of this report.)

NOTE: This paper was published before (he award of this ONR contract. However, because it launched
the entire topic of RBC, ABC, and OSRC theory in the engineering electromagnetics community. it is
important to use it to lead off the publications list.

2. T. G. Moore, G. A. Kriegsmann and A. Taflove, "An application of the WKBJ technique to the on-surface
radiation condition," IEEE Trans Antennas and Proa&oatifn, vol. 36, Sept. 1988, pp. 1329-1331. (See pp.
Ai0 - A12 of this report.)

3. T. G. Moore, J. G. Blascbak, A. Taflove and G. A. Kriegsmann, "Theory and application of radiation
boundary operators," invited review paper. IEEE Trans. Antennas and Propagation vol. 36, Dec. 1988.
pp. 1797-1812. (See pp. A13 - A28 of this report.)

4. A. Taflove, "Review of the formulation and applications of the finite-difference time-domain method for
numerical modeling of electromagnetic wave interactions with arbitrary structures," invited paper,
Wave vol. 10, Dec. 1988. pp. 547-582. (See pp. A29 - A64 of this report.)
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5. F. A. Harfoush, A. Taflove and G. A. Kziegsmann. "A numerical technique for analyzing electromagnetic
wave scattering from moving surfaces." gaa__ Trans Antenna and Propagation vol. 37, Jan. 1989,
pp. 55-63. (See pp. A65 - A73 of this report.)

6. J. G. Blascbak, G. A. Kriegsmann and A. Taflove, "A study of wave interactions with flanged waveguides
and cavities using the on-surface radiation condition method," Wave Motion. vol. 11, March 1989,
pp. 65-76. (See pp. A74- A85 of this report.)

7. A. Taflove and K. R. Umashankar, "Review of FD-TD numerical modeling of electromagnetic wave
scattering and radar cross section," invited paper, P vol. 77 (Special Issue on Radar Cross Section 6
of Complex Objects), May 1989, pp. 682-699. (See pp. A86 - A 103 of this report.)

8. A. Taflove and K. R. Umasbankar, "The finite-difference time-domain method for numerical modeling of
electromagnetic scattering," invited paper, IFEE Trans MagneriCL vol. 25 (Special Issue on Field
Computation), July 1989, pp. 3086-3091. (See pp. A104 - A109 of this report.)

9. A. T. Perlik. A. Taflove and T. Opsabl, "Predicting scattering of electromagnetic fields using FD-TD on a
Connection Machine," IFEE Tranm Mganeuicr vol. 25 (Special Issue on Field Computation), July 1989,
pp. 2910-2912. (See pp. AI I0 - A112 of this report.)

10. B. Beker, K. R. Umashankar and A. Taflove. "Numerical analysis and validation of the combined-field
surface integral equations for electromagnetic scattering by arbitrary shaped two-dimensiotial anisotropic
objects," IFF. Tranm Antenna, and Proagation_ vol. 37, Dec. 1989, pp. 1573-1581. (See pp. Al13 -
A121 of this report.)

II. A. Taflove and K. R. Umasbankar, "The finite-difference time-domain method for numerical modeling of
electromagnetic wave interactions," invited paper, . vol. 10 (Special Issue on Three-
Dimensional Electromagnetic Computation), Jan. - June 1990, pp. 105-126. (See pp. A122 - A133 of this
report.)

12. M. A. Strickel and A. Taflove, "Time-domain synthesis of broadband absorptive coatings for two-
dimensional conducting targets," J E TranlnnnaL an&Powgatinn vol. 38, July 1990,
pp. 1084-1091. (See pp. A134 - A141 of this report.)

13. F. A. Harfousb, G. A. Kriegsmann and A. Taflove, "Numerical implementation of relativistic
electromagnetic field boundary conditions in a laboratory-frame grid," J- Compnuational Physics. vol. 89,
July 1990, pp. 80-94. (See pp. A142 - A149 of this report.)

14. S. Arendt, K. R. Umashankar, A. Taflove and G. A. Kriegsmann. "Extension of on-surface radiation
condition theory to scattering by two-dimensional homogeneous dielectric objects," [EFF Trans Antennas-
Sgj vol. 38, Oct. 1990, pp. 1551-1558. (See pp. A150 - A157 of this report.)

15. F. A. Harfoush and A. Taflove, "Scattering of electromagnetic waves by a material half-space with a time-
varying conductivity," I=F Trans Anlennas and Pmpagation vol. 39, July 1991, pp. 898-906. (See pp.
A162 - AI70 of this report.)

16. D. S. Katz, M. J. Piket-May, A. Taflove and K. R. Umashankar, "FD-TD analysis of electromagnetic wave
radiation from systems containing born antennas," IEEE Trans. Antenna, and Propagation, vol. 39, August
1991, pp. 1203-1212. (See pp. A171 - A180 of this report.)

17. R. M. Joseph. S. C. Hagness and A. Taflove, "Direct time integration of Maxwell's equations in linear
dispersive media with absorption for scattering and propagation of femiosecond electromagnetic pulses,"
OtLette 16, Sept. 15, 1991. pp. 1412-1414. (See pp. A181 - A183 of this report.)
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18. K. R. Umashankar, W. Chun, and A. Taflove, "Simple analytical solution to electromagnetic scattering by
two-dimensional conducting objects with edges and corners. Part I - TM polarization," IFFF Trans
Antennas and *Pralao 39, December 1991, pp. 1665-1671. (See pp. A184 - A 190 of this report.)

19. P. M. Goorjian and A. Taflove, "Direct time integration of Maxwel's equations in nonlinear dispersive
media for propagation and scattering of femiosecond electromagaefic solitons." Otig .Teterhs 17, Feb. 1,
1992, pp. 180-182. (See pp. A191 - A193 of this report.)

20. M. J. Piket-May, A. Taflove, W. - C. Lin. D. S. Katz, V. Sathiaseelan, and B B. Mittal, "Initial results
for automated computational modeling of patient-specific electromagnetic hyperthernia," IERE Trans.
Biomedical En&ineerinn. 39. March 1992, pp. 226-237. (See pp. A194 - A205 of this report.)

21. T. G. Jurgens. A. Taflove. K. R. Umashankar, and T. G. Moore, "Finite-difference time-domain modelling
of curved surfaces," IEEE Trans Antennas and Propagafion 40, April 1992, pp. 357-366. (See pp. A206 -
A215 of this report.)

22. K. R. Umashankar, S. Nimmagadda. and A. Taflove, "Numerical analysis of electromagnetic scattering by
electrically large objects using spatial decomposition technique," IFFA Trans. Antenna- and Pronagation
40, August 1992, pp. 867-877. (See pp. A216 - A226 of this report.)

23. P. M. Gooojian, A. Taflove, R. M. Joseph, and S. C. Hagness, "Computational modeling of femtosecond
optical solitons from MaxweU's equations," [FEEF J Ouantum Electronics. 28. October 1992, pp. 2416-
2422. (See pp. A227 - A233 of this report.)

24. A. Taflove, "Re-inventing electromagnetics: supercomputing solution of Maxwell's equations via direct
time integration on space grids," Computing Systemn in F_ninennQ. vol. 3 (Special Issue on High-
Performance Computing for Right Vehicles), Dec. 1992, pp. 153-168. (See pp. A234 - A249 of this
report.)

25. M. J. Piket-May, A. Taflove and J. B. Troy, "Electrodynamics of visible-Iiht interactions with the
vertebrate retinal rod," L , 18, April 15. 1993, pp. 568-570. (See pp. A250 - A252 of this
report.)

c. Number of Books or Chapters Submitted but not yet Published: 2

d. Number of Books or Chapters Published: 3, as follows-

1. A. Taflove and K. R. Umashankar, "The finite-difference time-domain method for numerical modeling of
electromagnetic wave interactions with arbinray structures," Chapter 8 in P'roreis in Electromagnetirs
Research 21 Finite Element and Finite Difference Methods in Fl~ctrnQajnetic ScaLterinQ, M. A. Morgan.
ed., 1. A. Kong, chief ed., Elsevier, 1990.

2. A. Taflove and K. R. Umasbankar, "Review of FD-TD numerical modeling of electromagnetic wave
scattering aw'd radar cross section," in Radar Cross Sections of Complex Obiecms, W. I. Stone, ed.. IEEE
Press, Nev. York, 1990.

3. A. Taflcve, "State of the art and future directions in finite-difference and related techniques in
supercomputing computational electromagnetics," in Directioni in Flectromagnetic Wave Modeling, H, L.
Berioni and L. B. Felsen, eds., Plenum, 1991.



e. Number of Printed Technical Rzpoxs and Non-Refereed Papers: 3, as follows-

I. D. S. Katz, A. Taflove, J. P. Brooks and E. Harrigan, "Large-scale methods in computational
electromagnetics," Cray Channls- Spring 1991, pp. 16-19. (See pp. A158 - A161 of this report.)

2. FD-TD Compnutational Modeling of Vivaldi Flare Anienna , Final Report to Northrop Defense Systems
Division, Rolling Meadows, IL, July 1992.

3. Basis and Application of FD-TD) Techniqules tr Electommagnetic Wave Interactions, Course Notes for IEEE
Antennas and Propagation Society Short Course, Chicago, IL, July 1992.

e'. Major Computer Software Contribution: 1, as follows-

1. Cray Research proprietary user-friendly, CAD-based FD-TD electromagnetic wave interaction software,
EMDS, which is capable of conformal surface modeling of entire fighter-sized aircraft for radar cross section
up to I - 2 GHz. Released for beta testing in Sept. 1992, EMDS is a joint development of Cray Research.
A. Taflove, and his students. No government funding is involved.

f. Number of Patents Filed: 0

g. Number of Patents Granted: 0

h. Number of Invited Presentations at Workshops or Professional Society Meetings: 31, listed as follows-

!. "Computational electromagnetics," Lockheed Aeronautical Systems Co., Burbank. CA, Sept 1989.

2. "Applications of supercomputing computational electromagnetics," Illinois Institute of Technology EECS
Department, Chicago, IL, Oct. 1989.

3. "Supercomputing computational electromagnetics," DARPA, Arlington, VA (on beblaf of the DOD EM
Computer Code Consortium), Nov. 1989.

4. "Computational electromagnetics," (all-day seminar), U. S. Naval Weapons Center, China Lake, CA,
Jan. 1990.

5. "rTme-domain solutions in computational electromagnctics using finite-difference and tinite-volume
methods," Ultra-Wideband Radar Symposium, Los Alamos National Laboratory. March 1990.

6. "State of supercomputing computational electromagnetics for scattering and radar cross section." U.S.
Departmeat of Defense, Crystal City, D.C., April 1990.

7. "Tbe role of analysis in an age of computers: View from the numerical side," Special Session on the Role
of Analysis in an Age of Computers (Leo Felsen, Chairman), IEEE 1990 AP-S International Meeting,
Dallas, TX, May 1990.

8. "Software validation for FD-TD." Code Validation Workshop (Ed Miller. Chairman), IEEE 1990 AP-S
International Meeting, Dallas, TX, May 1990.

9. "PreparaLion for careers in scit.-ce and engineering: High school college, and graduate school," Midwest
Talent Search, Northwestem University Dept. of Education. Evanston, IL, May 1990.
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10. "From B-2 bombers to very high speed integrated circuits and beyond: Supercomputing computational
* electromagnetics in the 1990's," given to John Rollwagen, Chairman and Chief Executive Officer, Cray

Research, Inc., Minneapolis, Minn., June 1990.

It. "State of the art and future directions in finite-difference and related techniques in supercomputing
computational electromagnetics," International Conference on Directions in Electromagnetic Wave
Modeling, Polytechnic University. New York, NY. Oct. 1990.

12-23. IEEE Antennas and Propagation Society (AP-S) National Lecture, "Where is engineering electro-
magnetics going?" 135-minute talk presented from Oct. 1990 - May 1991 at twelve locations: (1)
Grumman Aerospace Corporation, Bethpage, NY; (2) IEEE AP-S, Santa Clara, CA; (3) University of
California at Davis; (4) University of Arizona at Tuscon; (5) Arizona State University, Tempe, AZ; (6)
IEEE AP-S, Phoenix, AZ; (7) Los Alamos National Laboratory, Los Alamos, NM; ý8) IEEE AP.S,
Chicago, IL; (9) IEEE AP-S. Dallas. TX; (10) ABB Impell Corporation, Lincolnshire. IL (in honor of
National Engineers' Week); (11) IEEE AP-S, Atlanta, GA; and (12) IEEE AP-S, Boston, MA.

24. "Finite-difference time-domain solution of Maxwell's equations," Progress in Electromagnetics Research
(PIERS) Symposium, MIT, Boston, MA, July 1991.

25. "Supercomputing simulation of femtosecond pulse propagation," Superconducting Digital Circuits and
Systems Conference, George Washington University, Washington, DC, SepL 1991.

26. A. Taflove. "Re-inventing electromagnetics: Supercomputing solution of Maxwell's equations via direct
time integration on space grids," One-hour invited talk at the American Institute of Aeronautics and
Astronautics (AIAA) 30th Aerospace Sciences Ming. (AIAA Paper No. 92-0333), Reno, NV, Jan. 1992.

27. A. Taflove, "Mathematical developments in grid-based time-domain algorithms for Maxwell's
equations," 50-minute keynote talk at Electromagnetic Code Consortium/U.S. Army Missile Command
Symposium on the Solution of Maxwell's Equations for the 90's and Beyond, Redstone Arsenal,
Huntsville, AL, April 1992.

28. A. Taflove. "Re-inventing electromagnetics: Supercomputing solution of MaxweUl's equations via direct
time integration on space grids," Two-bour lecture at the Electromagnetics Laboratory and the
Electromagnetic Communications Laboratory. University of Illinois at Urbana-Champaign. May 1992.

29. A. Taflove, "Re-inventing electromagnetics: Supercomputing solution of Maxwell's equations via direct
time integration on space grids," 45-minute inviteo talk at the National Engineering Consortium
ComForum, Chicago, IL, June 1992.

30. A. Taflove, "Re-inventing electromagnetics: Supercomputing solution of Maxwell's equations via direct
time integration on space grids," 50-minute invited talk at the Symposium on Cor.putational
Electronugnetics, Computer-Aided Design and Supercomputing, sponsored by the Office of Research and
Development, Central Intelligence Agency, McLean, Virginia, July 1992.

* 31. A. Taflove, "Re-inventing electromagnetics: Supercomputing solution of Maxwell's equations via direct
time integration on space grids," 3-hour invited lecture at Air Force Institute of Technology, Wright-
Patterson AFB, Ohio. Sept. 1992.

i. Number of Other P-resentations at Workshops or Professional Society Meetings: 1(,



j. Honors / Awads / Prizes / Offices

I. Fellow. IEEE (1990)
2. Member, Electromagneuics Academy (1990)
3. Distinguished National Lecturer, IEEE Antennas and Propagation Society (1990-91)
4. Adviser of the Year ($1700 cash award), Northwestem's McCormick School of Engineering (1991)
5. Chairman, Technical Program Committee, IMEE Antennas and Propagation Society International

Symposium, Chicago, IL (1991-92)
6. First isted in Who's Who in Engineering. Eighth Edition (1991)
7. Member, Search Committee, Dean of the McCormick School of Engineering (1991-92). 0
8. First listed in Who's Who in America Foity-Seventh Edition (1992-3)
9. Chairnmn, Graduate Committee, Dept. of Electrcal Engineering and Computer Science (ended 6/92).
10. Member, Search Committee, Dean of the McCormick School (ended 3/92)
11. Member, Promotion and Tenure Committee, McCormick School (ongoing)
12. Faculty adviser to Eta Kappa Nu and Tau Bcta Pi honor societies' student chapters at the McCormick

School (ongoing)
13. Originator of, and faculty adviser to, the McCormick School Undergraduate Design Competition (ongoing).
14. Re.builder of, and faculty adviser to, the McCormick School amateur radio club/station, W9BGX

(ongoing).
15. Originator of, and principal faculty adviser to, McCormick School outreacb program to three local high

schools (New Trier, Evanston Township, and Niles North (ongoing).

k. Total number of Graduate Students and Post-Docs Supported at least 25% on this contract/grant:

Graduate Students -A Post-Docs __Q

Of these, 2 are female. None are Blacks, Aleuts, Amindians, etc.
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Appendix A

Reproductions of Journal Articles

Resulting in Whole or in Part From This Project

10



*IEEE TRANSACTIONS ON ANTENNAS AND PROPA04,TION. VOL. AP-3S. NO 2. FEBRUARY 1917 153

A New Formulation of Electromagnetic Wave
Scattering Using an On-Surface Radiation

Boundary Condition Approach
GREGORY A. KREGSMANN, ALLEN TAFLOVE, SENIOR MEMBER, IEEE, AND KORADA R. UMASHANKAR.

SENIOR MEMBER, IEEE

Abstract-A new foranulationt of electromagnetic wave scattering by suitable for rapid processing by computers in the class of the
convex, two-dImensIonal conductiniq bodies Is reported. This formula- VAX 11/780. The OSRC approach has been extended to two.
lion. called the on-surfaice ralt-ilion condition (OSRC) approsac isIs based dimensional homogtneous dielectric targets, yieldingsmia
upon an expansion of the -qdiation condition applied directly on the
surface of a 4catterer. Past approach"s Involved applying a radiation analyses. These will be rc,'orted in a separate paper 1]

*condition 21 some distance from the scatterer In order to achieve a nearly The OSRC approach -a motivated by numerical experi-
eflection-free truncation of a finite-dIffersesnc timie-domain lattice. ments conducted over the past twenty years aimed at simulat-

However, It Is nowv shown that application of a suitabl, radiation ing scalar or vector wave propagtatinn and scattering using a
condition direcly on the surface os a convex conducting scatterer can lead finite-difference time-dlomain (FD-TD) mocdel of the govert.-
to substaintial sinmplification of the frequesicy-doasils in ntegral equation
for the scattered Iiei4;, which Is reduced to just a line Integral. For~ the Ing .wave equation. T his :ype of simuilation results in numerical
transverse maglnetic (TM) case, the intiegrand is knowr explicitly. For the analogs of the incident and scattered waves propagating within
transverse electric (TE) oase, the Iinterand can be easily constructed by a finite, two- or three-dimensional data space of field
solving an ordinary differential equation trourd t'e scatteirer surface comnponents positioned ait distincz points in a lattice. To bound
contour. Examples are provk~ed which show that OSRC yl~ldn computed the numerical domain, but r'ot disturb the simulation of a
near and far fields which approach the exact re.aits for caonvinall shop"s
such at the circular cylinder, square cylinder, and strip. Elecrica, ixAs fot ctee meddi.a nint oci asbe on
the examples are k4 - 5 sand ko - 10. The a..w OSRC formulation of necessary to introduce± a suitable radiation boundary condition
scattering may presen a useful alternative to present lntgeral equastion at the outermost lattice planes. This boundary condition should

and uniform high-requency approaches for convta cylinderai larger than allow outgoing scattered waves to exit the numerical data
mor wok i nede toincrprat th phsis o sigulr urrntsat Sever-i early insvestigators employed the Sommnerfeld condi-

uigOSRC. These will be the subject of a forthicomlnk paper. tion (in the time domain) as a local radiation boundary
condition to truncate the numerical domain [21-[5]. Later
workers identified and exploited higher order diffiereattal

1. INTRODUC`TION operators for this purpose [6]-(l I]- These operators appear to

'HE PPRACH RESNTE her isa lo.-fequncy fall tnto two categories. 7he first, exemplified by the work of
techniu APPrOC PRdeSEnTE helromgetis ascattferuinc, Kricgsmann and Morawetz (81 and Bayliss and Turkel [9).

raicatechniquern fror modelgelmectrm ic shoyofdfrcateion, uses the asymptotic behavior of the scattered field in cylindri-
raTdicl dhiffneretfo te hei geometrich ecl ther of -sdiffactio cal or spherical coordinate systems to establish a series B,, of

raTdiat hisn :newtechi que whiCppochw callrt the onsurace operators that, when applied to the scattered field, annihilate
raditio :onicii, OSRC aproac, cnvets te uualthc first n terms of the asymptotic series. Bayliss and Turkel

surface iniry,rai equation for the scattering problem into either further demonstrated that the series B,, can be converiiently
an integration of known quantities or a simple ordinary gnrtduigarcriefrua h eodctgr'
differential equation for convex two-dimensional targets. It is exemplifed usinge arecrsv oformula.The secnd catpegry[.1)
currently appl:Icable to convex conducting cylinders of arbi- derives an approximate one-way wave equation in Cartesian
trary cross section, yielding codes for both the transverse coordinates by factoring the dispersion relation of the fill
electric (TE) and transverse magnetic (TM) cases that ate wave equation. and providiing a rational polynomial interpola-

Manuscript received May 31, 1985ý revised August 1. 1986. This work wa, ~o ftersligsur ota eetdwv rpgtosupported in paul by NASA Lewis Research Center Gran- NAG 3-6.i' and by angles. This results in a reflection-free pa~sage of plane waves
National Science Foundation Grant MCS-8300578. propagating at these angles through the lattice truncation

t.. A. Kriegsmann is kith the Department of Enginecring Sciences and plane. The number of reflection-free angles and their values
Applied Mathematics. Technological Institute. Northwesterrn University.
Evanston. IL 6(r.01 (.an be selected in a systematic menner.

A. Taflove is with the Deparrtment or EleCifICat Engineering and Computer A recent series of numerical experiments involving FD-TD
* S~icncc, Technological Institute, Northwcstcm L'ni~crsiiy, Evanston, 11. modeling of Maxwell's equations tn Cartesian coordinates and

60W.01
K R. Limashankar is with the Department rnf Electrical Engineering and two isnd three space ditmensions has been reported [ 121-[141.

Computer Science, University of tIllinois. Chicago. IL 60680 These expertments utilized the radiation boundary operator
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published by Mur (10], which is now known to be a Pade (2, The scattered electric field , is given by
0) approximant as defined by Trefethen and Halpern (11J. For
continuo'.s, sinusoidal excitation, it was observed that, if the U, (.t)e (2a)

Mur condition were applied only eight space ceUs from the au,(;') G
outer surfaces of structures spanning up to 96 cells (with each U1i)0=0 IG(.ji')U' - U,(i') G ds'
cell spanning approximately 0. 1 wavelength), the radar cross i Ba, J
section could be modeled with an accuracy of I dB or better (2b)
over a 40 dB dynamic range (14]. The robustness of the
numerical experimental data suggested that it might be where C represents the boundary of the cylinder's cross
possible to apply a suitable radiation condition even closer to a section; a/lv" denotes an outward normal derivative on C;
scatterer to further reduce the required FD-TD lattice size. and G is the free-space Green's function given by

In preparing for the new series of FD-TD numerical
experiments, an analysis revealed unexpectedly that substan- G(2 11')= -" (kR) (2
tial simplification of the overall scattering problem would 4
occur for the important class of convex-shaped, two-dimen-
sional, conducting scatterers if the radiation condition were R= I-i = ./(x-x')+(y-y')2 (2d)
applied directly on the surface of a scatterer in this class.
Essentially, the original frequency-domain integral equation The vectors ? and 9' appearing above are just normalized (x,
for the scattered field would be reduced to just a line integral y) and (x'. y'), respectively. Since the cylinder is perfectly
about the scatterer surface contour, where the integrand is conducting, the function U,(g') can be replaced by -U,,(')
either known explicitly (for the TM case) or can be easily in (2b) to obtain
constructed via solution of an ordinary differential equation 1
about the surface contour (for the TE case). The prior U I(c)= [G(21,"') + U•,.(g')
application of this concept, which we call the OSRC approach, U, c Or' J("

is not evident in the literature.
Subsequent sections of this paper will develop the OSRC (3a)

theory for two-dimensional, convex-shaped, conducting scat- Thus, the scattered field is completely determined when
terers for the TM and TE cases. Radiation boundary condi- U,(2t')/1a" is found. The z-diiected surface electric current
tions published by Kriegsmann and Morawetz (8J, similar to J is related to this normal derivative by
B, and B2 published by Bayliss and Turkel [9), will be used in
this development. (It should be understood that OSRC theory J-j + IUs c (3b
might be developed for the full range of Cartesian or circular nok ar ' ) (3b)
coordinate radiation operators, and that operators other than
B, and 82 may present specific advantages.) It will be where 17o = •v;-7o. An expression for the normal derivative
demonstrated that use of a higher order OSRC can yield will be derived shortly.
computed near and far scattered fields which approach the First. the far-field expansion of(3) can be obtained by using
exact solution for several canonical conducting geometries the asymptotic expansion of HM" as r u 191 -. co:
having electrical sizes ka = 5 and ka = 10. The results r
indicate that OSRC may present a useful alternative to present U,(1).- [ A(.,a, k)r- (4)e
integral equation and uniform high-frequency methods for L0•(4
electrically large convex cylinders of arbitrary cross section
shape. where r and p are the cylindrical coordinates of R. The term

[I. FORMUL.A' ION OF THE OSRC APPROACW (TM pOi.XZAT1ION) A 0 in (4) is given explicitly by
We shall consifer a plane electromagnetic wave illuminat- e9'14 r BUC,

ing a two-dimensional, perfectly conducting, convex-shaped 40(, a, k)=l 7 l-jk cos 6 ,-'" Ud'
cylinder for the transve-,w miwgnetic polarization case. The 78kr TV

incident wave. proraeatnt.R at ai, "inoe of witk respect to the (Sa)
-x axis, is give." by

where J = 2' -I and cos 6 = ' 4. for R w. (cos p, sin ,-)
., ',•e-/':.t; U,•, = eJk(rm • f'") (1) and ;' = unit normal to the curve C ai s'. The bistatic radar

where the unit vector f is parallel to the cylinder axis. The cross section (RCS) is related to A 0 by the expression:
parameter w is the frequency of the incident wave; k = wal RCS=2ralAol2. (5b)
c; a is a characteristic dimension of the cylinder's cross
section; and c is the speed of light in free space. The variables Ntxt, a sequmnce of radiation boundary c'?erators {B,}, n
x and y are the corresponding d-menbionless Cartesian = 1, 2, ." can be constructed which, for any n. annihilates
ccordiiates in tle plane orthogonal to 1. The)' are scaled with the first n terms in the asymptotic expansion of (4). This can
respect to the lep'gth a. be considered as a way of matching the solution on the
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radiation boundary to the first n terms of the expansion uf the respectively,
solution exterior to the boundary. When B. is applied to U, at
a fixed radius r = R, the annihilation relationship can be aU N -jk U,,,, for [1 (10a)
expressed as [o'

B.U, = O(R-'I"); n=1, 2, 3,"'"• (6) aU, N -(s ) j' 2(s') 1
In this expression, the symbol O(R-") denotes a quantity v' 21 8[k+j'(s'))
which decays like R'- as R -" o. The first two operators,
which are used in this paper, are -- " for 82. (lob)

2[k+ji(s')] 3s"2

B, = 8/lr + 112r-jk (7a)
Inserting either of these results into (3a) gives an analytical

Bz=a/ar+ I/2r-jk- / [2r2(I/rjk)]. formula for the scaner-.d field. The corresponding surface
4r 2electric current expressions are obtained by combining (3b)

with either (O0a) or (lob).
(7b) We observe that the term -jkU,,, which appears in both

These operators appeared in [8], and differ from those in [9) (lOa) and (10b), is the leading-ordec Kirchoff term. In the

by the inclusion of the l/r term in the denominator of the last OSRC formulation, however, this term as well as the others is

term in (7b). The 1/r term may be neglected for the TM case, valid in both the lit and shadow regions of a convex scatterer.

but must be retained for the TE case. Equation (6) has been W. APPLICATON TO T1E CIRCULAR CYLINDER: TM
previously used (with n = I, 2) in conjunction with finite- POLARZTION

difference time-marching schemes to close the computational
space at some distance from the scatterer while permitting only This section will discuss the a "",ication of the on-surface
an acceptably small level of nonphysical wave reflection [(J, radiation condition formulation to the first of three canonical.
[9]. Excellent results ha've been obtained for radiation bound- two-dimensional, convex conducting geometries, the circular
ary surfaces only a few space cells from the scatterer for a cylinder for TM polariz'.,ion of the incident wave. For this
wide variety or problems. problem. C is the circle r - 1. with R0ap' = a/ar', r = 1.

Now. however, B,, will be applied to U, directly on the and the s' derivatives in (lob) are just V' derivatives. Without
surface of the scatterer, instead of at some distance off the loss of generality, a is taken as zero in (1) so that (10a) and
scatterer. This permits formal expressions for the normal (lOb) become
derivative of the scattered field aU,/av" to be obtained via aU,(
application of (6) on contour C, and setting the right hand side= -jk e/kco•t•', for B, (I la)
of (6) equal to zero. First, the following replacements are at' G2 /
made:

-,2 ;U -- k -- j (s);s0)
Or'~~~Lr ir" r" r'i0": -Os

a aa+(s' (8) + 2k sin 2  , o, e k co so', for B1. (I lb)

where s"(s') is the curv.wre of the cylinder's surface at s', and 2
a /2s'2 is the second derivative with respect to the arc length In (I lb). the term (k + j?) in (lOb) has been replaced by k.
of C. Essentially, these replacements are motivated by Computed results for the surface current obtained using these
approximating C at a point iZ(s') by its osculating circle (15] expressions and (3b) are shown in Fig. 1(a) for k = 5, and in
and locally defining the operator B. Then, B, U,= 0 implies Fig. 1(b) for k = 10, along wit., the results obtained by using

a U, a cylindrical mode summation. As is evident, (I lb) agrees
7 = [jk - (s')/2IU, (9a) with the modal ;um more closely than (I I a). In general, the

85' use of the higher order B2 operator implied 6y (I I b) results in
agreement of the surface current zo within I dB of the exact

while B2 U, = 0 gives solution for the k - 10 case.
Inserting (Ila) and (lib) into (5) gives, after some

aU k s') + ir_2 (s') ) manipulation, the following respective formulas for bistatic
-a= 2 8[k +jr(s')] -U radar cross section:2 8(k~It(s')J

_ a2 u, RCS kVit - (
+2[k+jr(s')J as" (9b) -'-=- -"A

Since the cylinder is perfectly conducting. U, is replaced by sin (wo/ •)J,(•) , for 81 (12a)
- U,, on the right hand side of (9). This gives, for R, and B2,
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40,

I- , P.YSICAL OPTICS E0 ,
"XNEXACTI ,

20 1 H,
. .--SIG 9EXCC

0 * 30' 60' 90* •20° =50° 180' • 0'7 30' 60• 90"' 2° • C°•USNG 8_ USIN
120

-0 10 1,

-' .,--PHYSICAL OPTICS SO

40'

0 "----- 0 0 30, W0 901 120" 10 " W 0IO,
30* 60' 90, 1201 15cr Io- 0

(b) )

Fig. 2. Bis•tic radar crou section of conducting circular cylinder, TM case.Fig. I. Surfw• electric current on conducting circular cylinder. T,'• case, computed using OSRC method. showing convergence Io exact solution forcompute~d using• OSRC method .showing convergence to exscl solution for higher order radi~on boundaury operator. (a) k - 5. Mb k - 10.
higher order radt.suon boundary operator. (a) k a S. (b) k - 10.

RCSk I r 1 1. On the upper half of the strip, V/as' - /lay', r - 0,
XC k . li - co2 (0/2) i0() and a/'13$ 2 - ala/x'2 ; while on the lower half of the strip,

a/ = "" - - al/y'. No special attention or care is paid to the
Sedges x' - ± 1, y' - 0 although the edges are points of

I for 2 (12b) infinite curvature. For brevity, only the higher order normal

derivative expression, (lOb), will be used in this example. 0where Inserting (1) into (10b) gives

gfo) (3-I+ ) sin (o12)+ cs (12c) auu -jka c 1-•!co )a ). 'cw, for B2. (130)

a 2k sin (0/2). (12d) Using (I3a) and (3b), the z-directed surface electric current is

Note that the evaluation of only two Bessel functions is given by

required for the RCS computation, regardless of the electricalo1 s
size of the cylinder. j1 $ in a+ 1 - 2Cos 2 a e'k" cc a

Fig. 2(a) shows the magnitudes of the radar cross section o2c

computed using (12a) and (12b) for the k M 5 cylinder case, for B2 (aty-0:). (13b)
along with the exact solution. Fig. 2(b) plots corresponding Nnc
data for the k - 10 cylinder case. Just as observed in Figs. Note that for a given wave angle of incidence a, the magnitude

(a) and 1(b) (cylinder surface currents), the radar cross of J is independent of position x' on the strip, similar to the
section obtained using the formula corresponding to the physical optics case. However, a nonzero value of I is
higher order radiation condition B2, is in much better agree- computed in the shadow region y 0-.

ment with the exact solution than that corresponding to B1. Inserting (13a) into (5) with p i " - a gives
Here, the higher order formula, (12b), results in agreement t RCS. I lI sin (2k cos a) 2

wiLhie, 0.5 dB of the exact radar cross section, in general. -- I- ' 1- cosa Cos ; for B:

IV. APPUCATION TO THE CONDUCTING SmI"p: TM POLARIZATION

In this example, the scatterer surface contour C is composed (14)

of the upper ar.d lower halve.s of the line segmen, y - 0, jxl as the monostatic radar cross section of the conducting strip.
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Poo
E Via method of moments

HIO Lsng OSRC wvith 8,

to "l t

0: I

I 0:

0 9

9", V:

H: •, OSRC with 82

(b)

oprtr.()k=0.() 0

Fig.~ ~ ~ ~ ~~ * 3(s Copae thVeut fti nlsi otoeo h sd in Se ction IV. Inprticlar (1b iecl ie

Ic -I a

T P 
, i- Y

jk ,(I; - %

Inti e a p e tes a te r suf c conou C sas uae a ,

O.iO' 0 207' ;30 40' 50" 60' 70' 80' 90'

• Fig. 3. Mwosiaticl radar ¢ross section of conductingl amp. TM crase, computed using OSRC method with the 5, radialion boundary

olperator. (a) k -, S. (b) k u 10

wFig. 3(a) ompares the results of this analysis to ihos of the used in Section IV. In particular. (lOb) directly giesmoment method [16) for a k - 5 strip; and Fig. 3(h) contains/

suersame information fork o. Ingeneral, the agreementis as I (15fr
within I dBfor look angle. between 60" and 90, except a k - os a,,orA
nulls. Disagreement at smaller ac is probably due to edge (~
currents.(1a

V. APPLICATION TO THE SQUARE CONDUCTING CYLINDER" for IxI • !,. v ± I; and

•T M P o L mAR A T O N 8 1 .1 1 s i n ) e l k( z € = .C ,) to ,; f o r 8 2

In this example, the scatterer surface contour C is a square 8v" \. 2J •sn

with the four corners ( :± 'V'2 ±: SF). The determination of the

surface current distribution follows the same line of analysis as d15h)

• I A5
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for x 1 ± I, and lyI s I. The z-directed surface electric 16 E.

current follows from (05a), (15b), and (3b). It is given by 14

12 r ,SIN o Z,

,Io , • e I • VIA ME..o I

S(16a)

for jxi N 1,y = ±l;and 4

2'

I / I ,~ ~ 104 2 0 4 5
1=--I cos a+ I - sin 2 oef(± ica - y s), for B2 0 , 20" W 40" 45. A

'71 0 (a)

(16b) 64

for x = ± 1, and ilI g 1. Similar to the stnp case of Section 56

IV. it is noted that, for a given wave angle of incidence a the 48t\

magnitude of J is independent of position. x' or y', on eac' 40

side of the cylinder. It is also noted that nonzero values of.'
are computed in the shadow regions of the cylinder. 2

To compute the monostatic radar cross section, (15a) and 24

(05b) are inserted into (5) with € = r - a: 16

RCS I
"1"g(a)+g2(a)+83 (a)1 2  (17a) 0 .".

X w0 10 206 390 40-456

(b)

where Fig. 4. Monstalic radar cross semtion of conducting square cylinder. TM
cam,. computed using OSRC method with the B2 radiation boundary 0

/ 1- i ) sin (2k sin a) cos (2k cos a) operator. (a) k - 5. (b) k - 10.

8(a)=I 2sn2 sin a

(17b) lion. By requiring that the solution be L-periodic (L is the
dimensionless length of C; L -periodic means that the solution

) sin (2k cos a) must be observed to repeat itself upon successive complete
g:(C()= (l- cos a cos (2k sin a) walks around C), and noting that the coefficient of U, is not

Cos of purely complex, a unique solution of (9b) can be found, When

(17c) this is inserted into (2b), once again an analytic formula for
U,(9) can be obtained.

-j sin (2k sin a) sin (2k cos a) Let us now apply the above to the case of the circular
g)(a)= sin a Cos (17d) conducting cylinder. For convenience, the definitions of

Section III will again be used. For TE polarization, we have

The formula for the monostatic radar cross section versus (i is J, - (U, + U,,) (I8a)
now given by (17a). Results using this formww are shown in
Figs. 4(a) and 4(b) in comparison with the method of moments and
[16] for the k = 5 and k - 10 cylinder cases. Agreement is
within about 0.5 dB at all points (except for a = 12" and a = au, au,".
14" for the k -. l0case). a a' , " (0gb)

VI. FORMULATION OF THE OSRC APPROACH (TE On substituting (18a) and (18b) into (9a), the total surface
POL.APZATION)POLAJZATON)electric current on the ciicular cylinder is obtained as

For the ýase of TE polarization. (2b) is still valid if U, is 
•

identified as the scattered z-directed magnetic field. Now,' J,,=- U,, (I -cos j), for B,. (19)
however, the surface current is given in terms of the incident
field, i.e., lU,/8,' is known in (2b). If B, is used, (9a) wouid Note that the use of B, provides an explicit expression for the
then give U, on C, and (2b) would be an analytic formula for current.
U,(.f). If the higher order B2 expression of (9b) is used. then The case for B2 is more involved. Substituting (I8a) and
U,[I'(s')] satisfies a linear second-order differential equa- (18b) into (9b) yields the following second-order differential
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rEX ACT

2.0 1o

1.5 •• USING 9,
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:.: o P HY S ICL0. .*

0A
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(a)

2.5
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I.S • A "• • • USING 82
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LO,= 1. PHYSICAL/r"
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00 304 600 300 120" 150" 180"
1b)

Fig. S. Surface electric current on conducting circular cylinder, TE case. computed using OSRC methcd. showing convergence to
exact solution for higher order radiation boundary operator (a) k a 5, (b) k ,, 10.

equation for the current: approaches - 1/2k . However. (20) does not reduce to (19)
because the o derivatives introduce kz factors multiplying the

CdJ"-,, - (I -C, cos to)- Cz I--U-' , for 82 Cz terms.
dpz C Fig. 5 graphs the B, OSRC solution (from (19)), the B,

(20a) OSRC solution (from the system of (20)). and the method of
where moments solution for the current distribution on a k = 5 and k

= 10 cylinder. Note that ehe use of the 82 operator extends the
8kz +j8k -4 range of essential agreement between OSRC and the method of

C,= -3+8k'+jl2k; CZ-34k+jl2k (20b) moments result over most of the circumference of the
cylinder. In particular, we observe the evolution of an

and J,, is 2wr-periodic. We note that this system is linear with oscillatory behavior (identified as the result of the creeping
constant coefficients, and can be solved using standard wave) in the shadow region.
analytical or numerical methods. We also note from (20) that, When the scattering cylinder is convex but not circular, the
in the high-frequency limit (large k), C, approaches I and Cz system of (20) no longer has constant coefficients. Again.
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there are standard solution techniques. In particular, a simple. The ability to easily construct a sequence of higher order
and very promising approach is the- following iteratiPe OSRC operators may ultimately lead to new approaches in
scheme, illustrated for (20) as modeling reentrant scatterers (as well as convex) and three-

dimensional scatterers. This may present a useful alternative
J. 1 2. 2U,, 2 to present integral equation and uniform high-frequency

jP,=C 2 -f-- .," (I- CI cos ,0)+C2 - -- (21) approaches for such structures. A forthcoming paper will
consider the application of OSRC to convex dielectric scatter-

where JI,) denotes the nth' iteration for the current. A ers [I].
convenient selection for JP0 is the B, result given by (19). This
scheme would be conveniendy implemented for arbitrary ACKNOWLEDGMENT
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Rn j--' j - x(x-- x' )2 + (Y-y')2. (2d) Since the phase 0(s) defined in (5d) satisfies (6), the function J will
too, as long as the amplitudes V.(s) also satisfy these conditions.

The vectors Z and Z' appearing above are just normalized (x, y) and Inserting (7) into (5) and equating to zero the coefficients of the
(x', y'), respectively. The tangential surface current J appearing in powers of k, we deduce an infinite number of algebraic equations
(2b) is related to U,,. and U by which sequentially determine the V.(s). The first two amplitudes,

J(7) = - 1M(7) + U(.7)). (3) which suffice for our purpose here, are given by

The tangential current is unknown, because U is not prescribed for Vo(s) - i + i (8a)
the TE polarization. The OSRC method provides a means of D(s)
generating an approximation to U in terms of known geometric ii

quantities and U,,. The motivation for this method, and its complete vi (S) -j + + 3 r) V0 + 2ý P r 3 (9b)
description are explained in [I]. Here, we present a single second- 2D
order approximation which is the one most often used in practice. I s

d2 au'. 4a Do 1 --1 2 (8c)
U+A(s)U-B(s) (4a) 2

A(s) 2k + 3jký(s) - 1 r2 (s) (4b) where the dots denote differential with respect to the arclength s. We
4 note that the denominator D does not vanish because ý is the

projection of the unit tangent vector onto (cos a. - sin a) and is thus
B(s) =2j(k +j(s)) . less than one in modulus. We also observe that Vo and V, satisfy (6)

where f(s) is the curvature of the cylinder's surface at s and d2/ds2 is because the curvature 0(s) and o(s) are periodic functions.
the second derivative with respect to the arclength of C. Combining Inserting the first two terms of (7b) into (7a) we formally deduce

(3), (4). and the definition of U,,, from (1), we find that J satisfies that

- + A (s)A J - - F(s)el'" (5a) J- V° + 1 Vi + O(l/k2) eJk*U') (9)

F(s)-k= 2- d, 2 ) where O(1/k 2) represents the remaining terms. 'Ts is the WKBJ
approximation of the periodic solution of (5). (6).

+ d2o + 3 The approximate surface current given by (9) can be inserted into
+jk -d + 3•(s)-2(s)•(s) -4 •2(s) (Sb) (2) to determine the scattered field. This expression simplifies in the

far field, r 1, to
a(s) -A(s) - (cos a, -sin a) (5c)

0(s) -.Zo(S) • (cos a, - sin a) (5d) U-A (0, k)- (l0a)

where Zo(s) is the vector representation of the curve C. In addition to
satisfying (5) J must also be periodic. i.e., ýk

di e ( )(s)+d Vi(s)) e14') cos 6(s) dsA(s+L)-J(s), -3 (s+/.L) (s), OsssL (6) S

(O0b)
where L is the length of C. Thus the OSRC method has reduced the
determination of the surface current to the problem of solving an where 0,(s) A,(s)-I + 0(s), cos 6 - Af, A is the unit normal of
ordinary second-order linear differential equation with variable C at s, and ,= (cos 6, sin 0) is the unit vector in the observation
coefficients and periodic boundary conditions. direction.

We note here that the coefficient A(s) in (Sa) has a nonzero V. ExAMPLE THE CrACULAR CYLINDER
complex component. Thus the homogeneous solution of (5), (6). i.e..
F - 0 in (Sa), has only the zero solution. From this we deduce that In this example C is a circle of unit radius so that I" = 1 in all the
(5), (6) has a unique solution [4). preceding formulas. Without loss of generality, the angle a defincd

in (i) is set to zero in the subsequent equations. The exact boundary
m. WRE,) ANALYSTS value problem for the Helmhotz equation can be solved exactly using

The actual computation of the surface current J which satisfies (5), a Fourier series representation. In Fig. I we have graphed the results
(6) is impossible to perform analytically for an arbitrary convex predicted by (9) versus the Fourier series solution for the k - 5
cylinder. In general, it must be done numerically. However, it is circular cylinder. Thirty terms were taken in the Fourier series to
quite easy to obtain a WKBJ approximation of J which yields an obtain an accurate answer. As can be seen in this diagram, the results
analytic formula. given by (9) are quite close to the exact answer. Similarly, Fig. 2

According to this procedure we express J as shows our results for the k = 10 circular cylinder. Here again 30
Js)- V(s, k)el(i (7a) terms were used in the partial sum to insure accuracy. The agreement

(s) ,( between (9) and the exact solution is even better than before: this is to
where the amplitude V(s, k) has the asymptotic expansion be expected since the WKBJ method is a high-frequency approxima-

tion.

V(s. k)- I V (s)k-. (7b) Fig. 3 compares the bistatic radar cross section predicted by (lOb)
A-0 for a k = 5 circular cylinder verses the exact answer computed by a

All
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Precicted sutface Currents vs. Angle PrediCted Sistotic Rodo, Cross Sect~on vs. Angle
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Fig. 1. OSRC Predicted Muface cursMu using a two-term asymptotc Fig. 3. Predicted RCS for k - 5 circular cyiir•er (RCS is scaled with
exlpanion Zor k - 5 circuar c1nder. respet to k).
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Fig, 2. OSRC predicted sArface currents using a two-tcrm uymptouP . Fig. 4. Predictd RCS for k - 10 cirrar cylinder (RCS is .waled with
expansion for k - 10 cir-ular cylinder. respect to k).

Founer series. Fig. 4 shows the bLqasc radar cross section for a k - polarized wave, the combination of the OSRC and WKBJ methods
10 cir.ular cylinder. We can see that the agreement between the provides a powerful tool for analyzing scattering problems. 0
predicted and dte exact RCS is very good over the entire range of
angles. and as before, the error is even smaller for the larger REFMNCFS
cylinder. 7his is to be expected since the integration proiess tends to
remove small errors inuoduced by the asymptotic expansion. The (1] 0. A. Kriegsman, A. Taflove. and K. R. Umashandr. "A new

formulation of electroaoagnetic wave scaring using a on-surfaceSsigficlt enroJ are. in the dee1 shadow whei' the phasa of our diaton bound4 ry coni:tion approach." IEEE Trans. Antennas
approxnua currents differs from the exact answer, This is not a Propalat., vol. AP-35. pp. 153-161, Feb. 1981.

deficiency in the WICDJ method but mtiher the OSRC approximation. 12] D. S. Jones. The Theory of Electroinajnet:rm. Oxford. England:
In conclusion we see that the aymptutic expansion (9) doest good Pe, pCmo, 1964u

(31 --. "An approximated boundary condition in acoustics," J. Sound
job of estin-Ating the surface current ove- a wide range of frequencies and Vibration. vol. 121, pp. 37-45. 1988.
while even better agrecments can be seen in the bistatic radar cross (4] 1. StAkgold. Boundary Value Problems of Mathematical Physics,
section results. Thus, for convex objects being illuminated by a TE vol. 1. New York: Macmilllaz, 1967.
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Operators
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Invited Review Paper

Ab~uc-A sacdclt unified e lew Is provided of the theory of simulates the extensioi of the computational domain co
radiation ... eday operators whlch bas appeare princluaM7 in the infinirl. In Cntrast, the OSRC method uses the radiation
applied maathemuatic and computaioaail physics literature ova the lad onayoeaosietyontesraeoth agtt
on years. With the recent latrodeesios of W. onsrfc ranaz prao irclyo hesrac f h are
coodkilo (OSRC) method and the continued powtk of flate4. .. 0ruc reduce dhe usual frequency-domain integral equation for the
asad flafte-emweae techailqum for modeling electromaignetic wave scatter- scattered field to either an integration of known quantities or a
fikg problems, the understandlag sod uan of radiation boundary operators second-order ordinary differential equation. Each is simply
has become tnzmasiagly Important to the cogiaeertsg cosizat7. Is th implemented on the target surface. Although the OSRC and
OSRC meethod. We Ilk radiation boundary operators aft applied 411ecl finite methods use radiation boundary operators in different
on the s~aifaea or a arblitray convex taqge, sabstieatlisly simpUtying the

* ssal Integral e jusdoa for the scattered field. In the flnalte-differeace sad manners, both techniques can be-greatly enhanced by more
flalte-.kineist tocii1mu. radiation boundar operators an used to effective radiation boundary operators.
truncotn the computadooaJ douss sam the target, whille accurately The purpose of this paper is to provide a succinct unified
slaueladung as laflate aaoddhg spew. Raailts are presented to I10lotrate review of key research that has been performed in the area of
the application of radiation bouudary operators in both of thane areas. raitobunrypetrsBcuemchftiseerh
Reowae OSRC resUlt tacludle analysis of the scanteag behavior f both to onayoeaos eas uho hsrsac
elactricaly swagl sad electrulmlly harg "H~aden. a reactvely ,,dwa has appeared in ?he applied mathematics and computational

* acoustic sphere, and a simple rateetat dect. Now radiation bouadary physics literature over the past ten years, its results and
operator results Inlude the dernussatirson of the effecdveance of higher implications are generally not well known by the engineering
order operators in troacidag flate-differetece dwe-domasi VW electrornagnetics commuunity. This paper will also preseni

some recent results from the application of these operators to
I. If(TODUCflON engineering problems. In particular, we will examine two

IXTTH HE RECENT introduction of the on-surface basic types of radiation boundary operators and give examples
W r~rad~iation condition (OSRC) method [I] and the showing their use in both the FD-TD and OSRC methods.

0 continued growth of finite-difference time-domain (FD-TD) Specifically, in Section UI we will discuss the theory behtind
[21 and finite-clement [3J techniques for modeling electromag- radiation boundary operators. In Section WI the radiation
netic wave scattering problems, the understanding and use of boundary operators will be used to construct new radiation
radiation boundary operators has become increasingly imnpor- boundary conditions for a two-dimensional FD-TD grid of
tant to the engineering community. Radiation boundary higher order than those cL,'renriy used. and the effectiveness of

* operators have fundamneotally different uses in the OSRC and the new radiation bour... y conditions will be tested. In
flnite-difference/finicc-element mezhods. Finite techniques use Section IV, the radiation bou~idary operators will be used in
radiation boundary operators in either the time domain or the OSRC method to approximately solve the problem of
frequency domain to creaw a radiation boundary condition scatternag from a perfectly conducting cylinder. Section V
(RBC) which truncates a volumetric computational domain concludes with a discu.3sion of the research activities that are
electrically close to a modeled target, and yet effectively ongoing in the areas ot adiation boundary operators and their
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A. Mode-Annihilating Operators Sommerfeid rauiation condition can be viewed as an operator

The first type of radiation boundary operator to be discussed on the far-field expansion of U giving the asymptotic result,

is the mode-annihilating differential operator. This type of / J U\
operator is based on the idea of killing the terms (herein ) (6)
referred to as "niodes") of the far-field expansion of outward
propagating solutions to the wave equation. One can view the in the limit R -" Co. In other words, the Sommerfeld condition
idea of killing modes of the scattered fields as first being retains terms that are no greater than O(R- 2 ) in the expansion.
proposed by Sommerfeld in the form of the Sommerfei6 2) Higher Order Operators: With the goal of devising
radiation condition [4) which annihilates the first mode in the operators that annihilate terms up to any order rn the far-field
expansion. Later, researchers [5] extended the Sommerfeld expansion of U, a sequence of operators B, was proposed [6]
theory and created an operator that annihilates the next mode for thu expansion in (3). A similar sequence of cperators was
in the expansion. Independently, other researchers created a independently developed for the Helmholtz equation in two
general operator that kills an arbitrary number of modes in the dimensions (5]. The former were extended [9] for the
expansion as derived and presented in [6]. P" is the theory that Helmholtz equation in both two and three dimensions. We
appeared in (6] that will be reviewed in this section. restrict our review here to operators for the time-harmonic

For this section we will proceed as follows. In Section [I- case [9], keeping in mind that results for waves of arbitrary
Al) the scattered fields are written in terrrs of a far-field time variation can be obtained by a simple substitution of a/at
expansion, and the effect that the Sommerfeld radiation for the term -jk.
condition has on the expansion is presented. The operators The derivation of B, begins by multiplying a slightly
derived in [6], are presented in Section U-A2) for the full rewritten version of (4) by R" and then splitting the sum as
three-dimensional case and are specialized to two dimensions shown:
in Section [1-A3). 1-

1) Far-Field Expansions and the Sommerfeld Radiatiin R" U(R, 0, 0) = R" RA-eJkSRF,(, 0)

Condition: We consider here solutions U(R, 8, ,, t) to the
scalar wave equation + t R'-ie kJF,(O, 0). (7)

V2U- U,.=O (I) "*'I

and the associated Helmholtz equation for time-harmonic Now define the intermediate operator,
waves a

V 2U+k 2 U=O (2) L -- k (8a)

where the wave speed c has been scaled to unity and the
harmonic wave is assumed to have time dependency e-Jdw. The and obsene that applying L" to both sides of (7) annihilates

radiating solutions of the. scalar wave equation (i.e.. solutions the tirsi sum and makes the leading order term of the second

propagating in directions which are outward fronw the origin of sum be OIR- "'). We have
a spherical coordinate system) can be expanded in a conve;- Lt(R JU)=O(RA1-') (8b)
gent series of the form [7], which accomplishes the goal of annihilwivg the first n terms of

- f,(t-R, O. 4) the far-field expansion. A more useful way to exp--ss this
R(R, 0,,0 0 R' (3) result is as a sir.gle operator acting on Uoniy This is achieved

"by inductive arguments [9]. Qor n = 1,
This result was extended to the tinie-harmonic case for both /(± )
vector and scalar fields [8]. For the scalar Helmholtz equation L(RU) jk) •UO(R 2 ) (9a)
it is proved in [8] that

(4~ 0 F U9 L'L'= O(R-2) (bU (R , 0, -0)= .f - . R (4) \ 0. ," '4"

which can be written as
is a convergent expansion for scalar wave functions that satisfy
the Sommerfeld radiation condition. (a ! (9

The Sommerfeld radiation condition [4], given by _ +(R R(

lim R(UR-jkU)=G (5a) The first operator in the sequetice .. thet

where UR denotes a derivative respect to P, is satisfied by the B =L +- (10a)
each term of (4). By using the correspondence -jk = a/at.
the Sommerfeld co.dition is extended to which, when applied to both sides of (4), annlhiiates the first

term of the expansion. Similarly,lira R(UR+ U,)=0 (5b)
R-w

B2= L +(10b)
which is satisfied by each term of the expansion in (3). The
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annhilates the first two terms. In general, the recursion scattering from a conducting circular cylinder illuminated by a
relation, rE polarized plane wave. The first two operators used there

are a.

, L / (11) B,-r+_--jk (19a)
ir 2r

produces an operator which annihilates the first n terms of the and
expansion in (4). The sequence of opcrato.s gives 3 1 . _1 i •IOz I \i i1

fr 2r (W, 4U rti n

for any ncon U satisfyig the expansion in (4). the derivation of (19b) the recursion relation, (16) produces
in the literature, B. has been utilized as a boundary a second-order r derivative. It is conveniently eliminated by

condition the substitution from the Helmholtz equation,

BIU=O (13) l1

for the wave function U. This condition becomes more -- k2 .i; (20)

accurate, in powers of R', as the order of the operator n
increases. The original application of (13) was to truncate a
computational domain while accurately modeling the outward B. One- Way Wave Equations

propagation of waves to infinity. Further application of B.. A partial differential equation which penrits wave pronaga-
particularly B. is found in the OSRC method for computing tion only in certain directions is called a "one-way wave
scattering from twoidimensioual, convex, conducting and equation." Fig. I shows a finite two-dimensional Carwsian
homogenous dielectric boales. domain 0 on whicý the time-dependeut wave equation is to be

3) Operators for Two-Dimensional Wave Propagation: simulated In the interior of 0. a numerical scheme which
Extension of B. for use with wave functions U(r, 0, t) in two models wave propagation in all directions is applied. On the
soace dimensions proceeds in the time harmonic case from an outer boundary af0, only numerical wave motion that is
expansion presented in (10). outward from A is permitted. The boundary must permit

oumard prcpagating numerical waves to exit 0 just as if the
- F0()) -,, G,(+) simulation were performed on a computational domain of

Hr infinite extent. A scheme which enacts a one-way wave
1o0 i-O equation on (3 for this purpose is called a rndiation boundary

which has the far-field result [91, condition (RBC).
1) Derivation by Wave Equation Factoring ': The deriva-

U)) F tior of an R.BC whose purpose is to absorb numerical waves
U(r, = e-(•_(,/2)) (O (15) incident upon the outer boundary of a finite-difference or

,k-r r finite-element grid can be explained in terms of operator

factoring. Consider the two-dimensional wave equation in
that is analogous to (4). A sequence of boundiv operators is Cartesian coordinates.
defined (6) by the recursion relationship

U.- + U - Un=0. (21)=/L4n-3"\
Bm (L+ B+4_, (16) The partial dfferential operator here is

where L w D, D'-D, (22a)

which uses the notation,
B, =L +- ~(17a) 8 z8

r D2  al DJ 2 - D3 a a. (22b)

and X ' y 2  1 Tt2

The wave equation is then compactly written as

L - -- jk. (17b) SLU=O. (23)

"The operator BS annihilates the 'rnt n terms of the expansion The wave operator L can be factored in the following
(16) and yields marnet:

B, U -O(r-" 2- 1/2). ('8) LU=L*L-U=O (24a)

The utility of these operators will be demonstrated in be demnsratd that wave equanon factorins ran senerate 81 &M

Section IV in the OSRC calculation of electromagnetic B3 decnbrd in Section 11-A However, Ois has not been shown for n > 2.
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can be numerically implemented at the x = 0 boundary:

Suf,- u, + U, = 0. (26b)

A generalization of (26) presented in (15) showed that the
construction of numerically useful absorbing boundary condi-
tions reduces to approximation of • on the interval
[- 1, 1] by the rational function,

r(s) = P s)(27)
X q.(s)

where p and q are polynomials of degree m and n, and r(s) is
said to he of type (m, n). By specifying r(s) as a general type

Fig- 1(2, 0) approximant, the radical is approximated by an
interpolating polynomial of the form

where L - is defined as (28a)

L - - D,- D, - S 2  (24b) resulting in the general second-order 3pproximate analytical

with RBC,

( U.-PoU,, -pzU,,= o. (28b)
D, The choice of the coefficients Po and p2 is determined by the

method of interpolation. Standard techniques such as Che-
the operator L° is similarly defined except for a +" sign byshev. least-squares, or Padi approximation are applied with
before the radical. the goal of producing an approximate REC whose perform-

In (II] it is shown that at a boundary, say at x = 0, the ance is good over a wide range of incident wave angles.
application of L to the wave function U will exactly absorb a Expressions similar to (28) can be derived and applied at the
plane wave incident at any angle and traveling in the -x other three boundaries of a two-dimensional FD-TD grid.
direction. Thus High order approximations to the radical in (24b) were

L-U=0 (25) proposed in (15] as a means to detive a more accurate
approximate RBC. Use of the general type (2, 2) rational

applied a: x = 0 functions as an exact analytical R.BC which function,

absorbs wave motion from the interior of the spatial domain
{f = (x, y):O < x < h, 0 < y < h). The operatorL *----- O+2S1 (29a)
performs the same function for waves traveling in the +x
direction that impact the other x boundary in Fig. I at x -, h. gives the general third-order approximate analytical RBC,
The presence of the radical in (24b) classifies L- as a
pseudodifferential 11l] operator that is nonlocal in both the qoU.,+qUyy-poU,,,-p2U,,,=O. (29b)
space and time variables. This is an undesirable characteristic Appropriate selection of the p and q coefficients in (29)
in that it prohibits tlhe direct numerical implementation of (25) produces various families of RBCs, as suggested in [12) and
as an RB'.. Fod ro amp lie. of -1, P2 = - 3/4, and2

Approximation of the radical in (24b) produce RBC's that 415]. For example. q0 = Pp roximpi = - 3/4, and qr = - i/
can be implemented numerically and are useful in FD-TD 4 gives a Padt (2, 2) approximation in (29a) with the resulting
simulations of the wave equation. The numerical implementa- RBC function better than (26b) for numerical waves impacting
tion of an RBC is not exact in that a small amount of reflection the grid boundary at near normal incidence. This results in the
does develop as numerical waves pass through the grid third-order RBC originally proposed in [Ill. Other types of
boundary. However, it is possible to design an RBC which approximating polynomials "une" the RBC to absorb numer-
minimizes the reflection as much as possible over a range of ical waves incident at specified angles other than normal, and

incident angles [12]. The RBC deri"ed in (131 and applied in are considered to be a means to improve wide-angle perform.

the simulation of electromagnetic scattering [14], uses a two- ance [121. Results from a comparative study (161 of the

term Taylor series approximation to the radical in (24b). performance of various families of RBC's are presented in
Section 111.

T s I2) Derivation by Dispersion Relation: An alternate
-1 -- S. (26a) procedure for obtaining one-way wave equations is presentedin the literature (12], [15]. We summarize the technique here

This leads to the following approximate analytical RBC which for completeness. It is well known that if the dispersion
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relation for a linear constant-coefficient partial differential series approximation to the radical. Equaton (34) becomes
equation is known, then the equation itself is specified (17]. 1 l,2)
Thus if one can obtain the dispersion relation for a one-way I='!- ;-i) (35a)
wave equation, then an RBC appropriate for use on M0 is

If a plane wave solution which is equivalent to
U (x, y, t) -ej I-+ 11 ÷ v) (30) 2,• _ 1135b

is substituted into (21), then

W2 (31) which is the dispersion relation of

is the dispersion relation for the wave equation which permits U,1 - U,1 - I U, J,. (35c)
2

wave propagation in all directions of the x-y plane. The wave
in (30) has velocity This is the same expression as the approximate analytical R.BC

v fi V, ft + V9 (32a) giver in (26b). Higher order RBC's follow directly.

where Mi. APPuCATION OF ONE-WAY WAvE EQUATIONS: FD-TD
RADIATION BOUNDARY CONDITIONS

= - --- cos 0 (32b) In the simulation of electromagnetic wave scattering by
finite techniques, one-way wave equations are used to truncate

71 the computotional domain in a manner which accurately

V,- --- sin a (32c) models the propagation of scattered waves to infinity (131,
W (14). This section summarizes recent results in applying the

and 0 is the counterclockwise angle measured from the the theory of one-way wave equations to the simulation of

negative x axis. By rewriting (3 1) aselectromagnetic scattering by the FD-TD method. In particu-
lar, the promise of higher order RBC's is quantified by a
reflection coefficient analysis and by numerical experiments.

1 •(33a) It is demonstrated that a reduction in grid boundary reflection

is r.alized when a third-order RBC is applied on the boundary
with of a two-dimensionad FD-TD grid.

--7 (33b) A. Reflection Coefficient Analysis
( Numerical radiation boundary conditions derived from

a dispersion relation can be identified which corresponds to an approximate analytcal one-way wave equations are not exact

equation that admits plane wave solutions propagating only in in that a small amount of reflection will be realed from

the -x direction. This is obtained by choosing the positive numerical wave striking the grid boundary. For a numerical

branch of the square root in (33a) which corresponds to waves plane wave striking the x = 0 boundary in Fig. 1, the amount
having velocity component i•, in the - x direction. Wave of reflection is dependent upon the angle of incidence 8. Now.mouion from the interior of 0 will be absorbed at the -x - 0 scattered waves from a complex body can be viewed as a
grid boundary if an equation having the dispersion relation, superposition of plane waves striking the computational

boundaries over a wide range of incident angles. Therefore,
the performance of a given RBC can be assessed by deriving a

j-2,, . (34) reflection coefficient R, which quantifies the amount of
nonphysical reflection a plane wave produces as a function of B

is applied at that boundary. when it interacts with the grid boundary. Clearly. a good RBC
Equation (34) is a dispersion relation for a pseudodifferen- gives a small value of R over a wide range of O. Such an RBC

tial equation [II] and cannot be identified with a linear partial should perform well in the simulation of a realistic scattering
differential equation which can be implemented numerically situation because the grid boundaries would permit most of the
on the x - 0 boundary. By approximating the radical in (34). scattereO energy to exit the computational domain.
it is possible to obtain a dispersion relation which can be Consider the outgoing plane wave in Fig. 1. The wave has
identified with a partial differential equation that functions as the form,
an approximate analytical RBC. The same methods of
approximation for the radical used in Section il-Al) can be Uj..eJ(k1+kM0*.-st,). (36)

applied here; however, s is now defined by (33b). Once a
dispersion relation is obtained with approximates the exact The total field at the boundary of the computational domain
relation in (34). the same P.BC's are derived as in Section I3- must satisfy the secific RBC in effect there. Postulatizig the
Al). We illustrate here application of the two-term Taylor existence of a reflected wave launched from the boundary, the
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TABLE I
COEFICIENTS FOR THMD-ORDEIR RBC'S

Type of AppromaWO PC P3 q3 AlS• of ExWt Absor•pon ()

Pam I.0o0O - 0.75000 - 0.2"00 0.00
L." 0.999m3 -0.10864 -0.31657 11.7. 31.9. 43.5
Chebyshev points 0.99650 -0.91296 -0.4725 15.0. 45.0. 75.0

S0.99230 -0.92233 -0.51084 18.4. 51.3. 76.6
C-P 0.99030 -0.94314 -0.5556 11.4. 53.1. 81.2
Newman 1ints 2.00000 - 1.00000 -0.66976 0.2, 60.5, 90.0
L' 0.9"651 -0.94354 -0.70035 26.9, 66.6, 87.0

0. - 1.00000 for ach M qW.

TABLE 2 range (0, a12] as A means to improve wide-angle performance
COEMC[ENTS FOR SflCO1N ,D-RDER RBS [15]. A more general appronach, which permits the design of

boundary conditions for plane waves incident at airbitrary 0
Type ot Anles orpuft angles, is presented in [18] and (19].

Figs. 2 and 3 show the behavior of the reflection coefficient

PaSe 1.00000 - 0.00 0.00 for the two best-pefforming RC's as a function of incident
S.00023 -0.51555 7.6. 23.7 angle on the range (0, r/2]. In all cases studied, the behavior
Lestv points 1.03590 -0.76537 22.3, 67.5 of reflection coefficient for third-order RBC's is better than2z .03064 - 0.73631 22.2. 64.4

C-P 1.06103 - o.8483 25.8, 73.9 that of second-order RBC's. Fig. 2(a) shows AR less than one
Newman pomu 1.00000 - 2.00000 0.0,90.0 percent for 0 < 9 < 45" for the third-order Pad& RBC. Note
L. 1.1200 - 2.00000 31.4, 32.6 that the Pad RBC's have a very low reflection coefficient for

normal incidence. The distribution of exact absorption angles
total field at the x - 0 boundary has the form, away from 9 - O" is illusated in Fig. 2(b) for the L' RBC.

The nuals in the behavior of R are as preoicted by t.e aMlysis
U..esk:+km,•- ,,-s,,9)+Res•,-b'e-P,,e) (37) presented in (15). Fig. 3 compares the third-order PAsU and

where R can be determined by substituting U directly into the the third-order L." RBC's. By sacrificing performan'. ,ear 9

equation for the RBC used at the x - 0 boundary. - 0"% the L.' RBC extends the point at which R is less than

By substituting (37) into (28b) and (29b), reflection coeffi- one percent to about 9 - 60".

cient expressions as a function of incident anlc ame obtained B. Numerical Experiments
for the general second- and third-order RBC's. They are,
respectively, Numerical experiments are now reported which clearly

measure the amount of nonphysical reflection a given RBC
Cos 8-PO-P: sin2 a (38) produces as a pulse propagates through a grid boundary. Fig.
Cos 9 +Po +P2 sin2 e 4(a) shows two domains on which the two-dimensional PD-TD

algorithm is computed simultaneously for the transverse
and magnetic (IM) case. On the boundary of the test domain Or a

test RBC is applied. Each point in Or has a corresponding

R oaq (cos 9)sin o-p-psin ( member in the substantially larger domain 0,. A line &mce is
q0 cos 0 + q2 cos 0 stin' 0+po+p3 sin' 0 located at grid position (50, 25) in both domains. Mhe source

produces outward propagating, cylindrical waves which are
where the coefficients p and q correspond to the approximat- spatially coincident in both domains up until time steps when
ing function twjed in the derivation of the RBC. Seven the waves interact with the boundary of Or. Any reflection
techniques of approximation are developed in [15] for this from the boundary of 0,r makes the solution at points within Or
purpose. The techniques are: PAU; Chebyshev on a subinter- differ from the solution at corresponding points within Qr. The
val (L'); interpolation in Chebyshev points; least-squares wave solution at points within Q& represents the desired
(L2 ); Chebyshev-Pasd (or C-P); interpolation in Newman numerical modeling of free-sp•ce propegation up until time
points; and Chebyshev (LO). Tables I and r] show p and q steps when reflections from its own boundary enter the region
coefficients for Approximating functions of both second and of fl, corresponding to Dr. By calculating the difference in the
third order. The mechanics of their derivation can be found in solutions in 04 and Or at each point at each time step, a
1151. A type (2, 2) approximant produces a third-order RBC measure of the spurious reflection causcd by the boundary of
Second-order RBC's are obtained from type (2, 0) approxi- Or is obtained.
mauns. Also shown in Tables I and U1 are angles of incidence at We define at the nth tine step
which the RBC's are designed to exactly absorb numerical D(I, Er(I, 58(. (40a)
plane waves. The PadU family concentrates absorption near 0 a I

0*. The others distribute absorptioi angles through the for all (I. J) within the test domain, where Er is the solution
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Fig. 4. Pulse studies. (a) ComptuwionaJ domain&. (b) Wave source.

within OrandE8isthesolutionatpointsin0,a.D(Q.j)isthe and 6t is the time step used in the simulation. In all
local error in the test domain caused by its grid boundary experiments we maintained 6t - 2.5 x 10-" sec and - 2c
reflections. We also define a global reflected error measure, 6t, where c is the speed of light in free-space and A is the space

increment of the finite difference grid. The time profile of the
EI= • D1 (i, j) (,0b) pulse defined in (41a) is shown in Fig. 4(b). This pulse was

selected because it has an extremely smooth transition to zero.
for all (U 1) within Or, which measures the total reflected As discussed in [20), the pulse has its first five derivatives
error within the test grid at the nth time step. vanish at f w 0, r and is a good approximation to a smooth

The source used in the numerical experiments is the pulse compact pulse.
obtained from 120) and is defined as follows: This pulse has very little high-frequency content which is

important because of the deleterious effects of grid dispersion
E,(50, 25, n) (dependence of numerical wave phase velocity upon spatial

[a(10- 15 cos wit +6 cos w,. -cos woJ), E:5" wavenumber). Grid dispersion and its relation to RBC's is
" 0 discussed in (21), and 122). This problem is compounded in

(.0, • > r higher dimensions by anisotropies of the numerical wave
phase velocity with wave vector angle in the grid [3). (23) and

(4lIa) is a subject of current reseach aimed at further reduction of

where grid boundary reflection coefficients.
1 The source point in Fig. 4(a) is 25 cel~s from the boundary

ar T205of Or at y - 0. With the specification a 2c St, disturbances320 at the source point require 50 time steps to propagate to the

21m boundary at y - 0. At time step 70, the peak of the pulse just
""M, rn-1, 2, 3 starts to pass through the boundary, We choose to observe the

7 reflection at the first row of grid points away from the y - 0

= n61 boundary (along J - 1) at time step n - 100. This permnits the
bulk of the outgoing pulse to pass through the boundary and

10' 9 (41b) excite the largest observable reflection.
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Fig. 5. Error measrn, Pa& RIBC (a) Locai error at n = 100. (b) Global error.

Figs. 5 and 6 show the local and global reflection errors the scattering cross section of two canonical convex targets: I)
observed for the Pat- and L,- RBC's. Fig. 7 compares the a circular cylinder illuminated by both a transverse electric
third-order conditions. In Figs. 5(a), 6(a), and 7(a), D(i, 1) (TE) and transverse magnetic polarized plane wave; and 2)
has been normalized with the peak value of the incident pulse an acoustic sphere with a constant surface impedance. In the
which strikes the y = 0 boundary at time step n - 70 at grid second application, the OSRC method will be applied to the
position (50, 0). The pulse experiment results are in agreement scattering of a plane wave by a canonical reentrant geometry:
with the reflection coefficient analysis by showing that higher the open end of a semi-infinite flanged pafallel-plate wave-
order RBC's do perform better than lower order RBC's in guide. Before either of the cases is examined, some back-
actual simulations. However, comparison of the third-order ground discussion on the OSRC method is necessary.
L." RBC to the third-order Padi RBC does not indicate any
particular performance advantage. The improved wide-angle A. Background
performance suggested in [15] is not evident in these experi- The OSRC method is based upon the application of a
menu. radiation boundary operati. such as those discussed in

Section It, directly on the surface of the target. The effect of
IV. APPUCATION OF MOOC-ANNIktATINO OPERATORS: OSRC this is to relate the surface currents to known field quantities
The on-surface radiation condition method [11 is a new through a simple expression; thus the problem reduces to

analytical technique by which it is possible to construct solving an equation along the contour of the target. Only
accurate approximation of two- and three-dimensional scatter- second-order operators will be considered here because they
ing problems involving convex and simple reentrant targets. In are the most widely used. The method used in this paper will
this section, two areas of application will be examined. In dhe be the same one used in [1]. For completeness, recently
first application, the OSRC method will be applied to compute proposed variations will be reviewed as well.
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The original method developed for two-dimensional electro- second-order two-dimensiocal surface boundary operator ( 1)
magnetic targets is to apply a mode-annihUating radiati]m a a2 3 2
boundary operator locally a each point on the surface of the 2(x -jk) - UM- U+ 2kk- ,2 +3Jk= U. (42d)
taget (I). This is conveaientiy done by noting tht an an a4
osculating circle can approximate the twrget's surface locally ate~ach point. The operator the. wd • the fields afthe A three-dimenuioaal surface boundary operator developedcac pont.7Uopeato te& w~wasthefiedsas f tey for acoustic turges is prsne in [24). There, the followingwere emanating from within the local osculating circle. In two fosti a mar e is prese hrdeidimensiThee, the oliowin
dimensions, this is accomplished by making the foWowing made in the thre-dimensiona mode-annihi.
substitutions: lazing radiation boundary operator:

aa a a
a,- a(42a) a n-- (43a)Tr in- R n

I !
-- '•($) (42b) i--H(s) (43b)R 0

1 az 82 V(Sr -ae F s$- (42c) 2 V (4)

where n is the outward normal, S is an arc length parameter, where V.V is the surface Laplacian and H is the mean
MOK(s) is the curvature of the target at s. This produces the curvature. This produces the mcond-order three-dimensional 0
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su2face boundary operator, term proportional to the derivathve of the cunrature multiplied
by k-2. No published evidence exists at is tame to indicate
that this term has any beneficial effecta, The most recent

S21k- Un7-V VU+ 2( -kV-JkH) U. (43d) derivation of surface boundary conditions for OSRC was
On presented in (271, which demonstrates that the surface

A variation of this sufc bondr codto is prsntdi boundary condition can be derived directly from geometrical
[251 in which a slightly different radiation boundary operator acoustics/optics by making the assumption that the surfacr
is used. It is of the target is a phase front. The resulting boundary conditio

in three dimensions is

2(H-jk)-U=V .VU+2(HI-kz-2jkH)U. (43e) a
On 2jk-T U- V -VU +(W + H:-xo -jkH) U ("a)

an
The fundamental difference between (43d) and (43e) is that the
latter annihilates terms of order (kR) 'as compared to (kR) where xo is the Gaussian curvature. The corresponding
for the former. surface bolindary condition in two dimensions is

Other methods have recendy been presented for deriving a
general surface boundary condition for OSRC" A sequence of 2(i -jk) a U+ [3 U

surface boundary operutors is derived in (261 by directly Fn [2k- + k14]U
factoring the wave equation. as in Section 0-B but in a general
coordinate system based on the local properties of the target's j 62K j ax) au
surface. These results differ from (42d), (43d), and (43e) by a 47k-3s U- s as (44b)
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We note that (44b) also differs from (42d) in the terms cyinder is illuminated by either a ransverse electric or
proportional to the derivaive of the target's curvature (which transverse magnetic polarized plane wave. For either polariza-
are formally O(k-5 ) corrections), but, in turn, differs slightly tion, the second-order surface boundary condition (42d) is
from the operator derived in [26]. More importantly, (27] applied to the surface of the cylinder.
shows how this method is deriving surface boundary operators For TE polarization, with the magnetic field tangent to the
can be applied to the vector scattering case of OSRC. target's surface, the OSRC method results in an ordinary
However, no validations have been published to date. differential equation (ODE) for the azimuthal surface current

Now that the surface boundary conditions have been density J#:
derived, the application of the OSRC method to scalar
problems is straightforward. We se( C 2 -a- -U-.a(!-C cos )-C 2 Ua (46a) 2

111, U" - 0 (45)do z

on the surface of the target, where BJ is one of the surface where
boundary conditions described above. What results is an (8k2+)Bk) -4
expression that relates the scattred field to its normal C,- _8k ) C2- - (46b)
derivative at each point on the surface of the target. This is -3+8kW+/12k -3+8k 2 +112 "4b
now combined with the usual relation between the incident and T i a very simple ODE since it has constar# coefficients
scattered field (or the normal derivative of the scattered field), aud thus may be solved analytically. The bistatic radar cross
as dictated by the poblem. section patterns for a ka - 10 and ka - 20 cylinder,

B. Application to Scatteringfrom Convex Targets computed via a modal solution of (46), awe plotted in Figs. 8(a)

The use of OSRC Is first illustrated by modeling scattering and (b). The OSRC results for the B, operator are seen to
by a perfectly conducting circular cylinder of radius a. The de •uxstrate excellent agreement with the exact solution over a
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Fig. 9. OSRC computed bistauc RCS of conductiI ¢icuhcur cylinder, TM case. (a) ka ,, I. (b) ka - i0.

wide (30 dB) dynamic range. The solution to (46) can be convex target was first illustrated by modeling scattering by a
accurately approximated by using the WKBJ method for k > soft acoustic sphere [24). It was next applied to an acousticp 5 [28]. There an approximate formula for an arbitrary convex sphere loaded with a constant impedance. Because this
target is derived by the saee technique. problem is solved in 1251, only one example is presented here.

For TM polarization, the electric field is tangent to the In this example, an acoustic plane wave propagating in the -Z
target's surface and thus the OSRC method gives a simple direction iripinges upon a spherical target of radius a having a
algebraic expression for the longitudinal surface current constant normalized surface impeda&ce of Z = 10. Condition
density Jt: (43e) is applied to the surface of the sphere. After inserting

(43e) into (45), a second-order partial differential equation
, |lj results for the surface currents, whose solution is approxi-

.j= r!;- 1) -1k,,, mated by a simple two-term asymptotic expansion and is thenused to determine the far fields. Fig. 10 shows the backscat-
I 1• el CM 0. tered cross section versus k. Again, there is excellent

-~ 2Cos 0+ T~ ~Sin'~ e'1 ' (47) agreement with the exact solution,

The OSRC predicted bi3tatic radar cross section patterns for a C. Application to Scattering from Reentrant Structures
ka = I and ka - 10 cylinder are plotted in Fig. 9(a) and (b). The second area of application illustrates using OSRC to
The OSRC results for the 82 operator are again seen to model scattcring by simple reentrant structures. We consider
demonstrate excellent agreement with the exact solution over a the problem of a plane wave impinging on the open end of a
substantial dynamic range. semi-infinite flanged parallel-plate v aveguide [291, shown in

The application of OSRC to a basic three-dimensional Fig. II. A plane wave, at an angle a measured counterciock-

A25



1810 lMM. TRANSACIONS ON ANTENNAS AND PROPAGATION. VOL. 36. NO. 12, DECEMIE. 913

14 l1a

Is- E .ac:i 1.0

12 Euct.~1

11 09F
10

05

04
07- 0-4

002

3 4 S 6 7 a 11) 11 12 13 14 15 0 20 40 60 o0 100 120 140 160 1S0

K 
6 (degrees)

Fig. 10. Normalized back cattering cross section versus K for reactiely Fig. 12. Bistazic cross section for scatering from waveguide aperture due to
loaded splier (Z - 0'). iExM solution is alculied from modal series plane wave at a 0' andf,, 250 MHz. Angle 9 is as shown in Fig. HI.
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Fig. I1. Plau wave incidem on op.a end of flanged. somi-infipit• parallel- x po6W4n1
plate waveguie. a - 1.5 m, f - 250 MHz. (a)

wise vith reference to the - z axis, illuminates the mouth of 10

the waveguide. The flange and the walls of the guide are ". P F=

assumed to be perfectly conducting. The incident wave U1 is . P eeoc

considered to be the y component E, of the incident electric 1 2

field vector. Thus, for the boundary conditions shown, TE
modes are excited inside the guide. The operator (42d), with K 0.

= 0, is applied to the field representations valid in the guide .
aperture and yields an expression for the coefficients in the
modal representation of the waveguide fields. Know'ledge of
the modal coefficients then permits the derivation of a simple •_
expression for the bistatic radar cross section of the field .10
scattered by the aperture, and the fields penetrating into the 0 2 4 6 6 10 1214 64,16 '20 22 24 '29 2a 30 3

waveguide. Results of calculations using this approach are X pmMgn
presented in Figs. 12 and 13. Fig. 12 shows the bistatic cross (b)
section for a plane wave at ct = 0". Fig. 13 show the Fig. 13. Fieldpenetrationaintowaveguideat z = 2mforplanewaveatc•a
magnitude and phase distribution of the field penetrating the 0' mad = 250 MHz. (a) E-field magnitude. (a) E-field phase.

guide at a distance of z , 2 m from the aperture. The OSRC
results are compared to results obtained by FD-TD simula- better truncation conditions for finite-difference and finite-
tions. Excellent agreement is observed. The value of the element grids. This is aimed at reducing nonphysical reflec-
OSRC solution is striking in its simple form and negligible tions from the outer grid boundary which contribute to the
computational requirements. numerical noise floor of the modeling procedure. Reducing the

numerical noise floor will allow the simulation of scatterers
V. FUTrE • H with wider dynamic range. The second goal is the develop-

Research on radiation boundary operators is presently ment of optimal mode-annihilating radiation boundary opera-
directed at two basic goals. The firs is the development of tors for the OSRC method.
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1974.
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7 iii paper reviews the basis and applications of the fmnn. litterence time-domain (FD-TD) numerical modeling approach
for Maxwell's equations. FD-TD is very simple in concept and execution. However, it is remarkably robust, providing highly
accurate modeling predictions for a wide variety of electromagnetic wave interad;ion problems. The accuracy and breadth
of Fr)-Tt) Applications will be illustratcd by a number or two- and three-dimensional examples. The objects modeled range
in nature from simple geometric shapes to extremely complex ae~ospace and biological s~stems. In all cases where rigorous
analytia1. code-to-code, or experimental validations are possible, FD-TD predictive data for penetrating and scattered near
fields as well as radar cross sections are in excellent agreement with the benchmarks. It will also be shown that opport-inities
are arising in applying FD-TD to model rapidly time-varying systertis, microwave circuits, and inverse scattering. With
continuing advances in FL)-TD modelii~g tnec-ry as well as co-tinuingl 1-ances in supercomiputer technology. there is a
s-rong possibility that Fl -TD num-ýri~al modeling will occupy 2n important place in high-frequency engineering electroma,--
nietics as we move into the 1990s.

1. Introduction PD-rD is analogous to existing finite-difference
solutions of scalar wave propagation itnd fluid-flow

*Accurate numerical modelitngof full-vectoreliec- probl-!ms in that the numerical model is based
tromagnetic wave interaction& with arbitt ary struc- upon a direct solutica of the govetning partial
tures is dific~ult. Typic~' structures of engineering differential equation. Yet, FD-TD is 3 nontradi-
interest have shapes, apertures, cavities, and tional approach to numerical electromagnetic
material compositions or surface loadings which wave modeling of complex structures for engileer-
produce near fields that cannot be resolved into ing an-plications, where frequency-dir main integral
finite sets of mnodes or rays. Proper numerical equa~ion approaches such as Cie method of
modeling of such near fields requires sampling at moments have dominated for 25 years (see the
sub-wavelength resolution to avoid aliasing of article by Umashankar in this issue).
magni~ide and phase information, The goal is to One of the goals of this paper is to demonstrate
provide a self-consistent model of the mutual that recent advances in FL)-TD modeling concepts

*coupling of the electrically-small cells comprising and software implementation, combined with
the ;t-ucture. advaiuces in computer technology, have expanded

Ths paper reviews the for-mulation a-nd applica- the scope, accuracy, and speed of FD-TD modeling
t. ns of a condidate numerical modeling approach to the point where it may be the preferred choice
for this purpose: the finite-difference time-domain for certain types of electromagnetiz wave penetra-
(FED-TD) solution of Nlaxwell's curl equations. tion, scattering, guiding, and inverse scattering

OW~-2 125188/$3.50 .n 1998, Elsevier Science Publisners B.V. (North-Holland)
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problems. With this in mind, this paper will suc- no .potential.. Instead, it applies simple, second-

cinctly review the following FD-TD modeling vali- order accurate central-difference approximations

dations and examples: (1] for the space and time derivatives of the electric

(1) electromagnetic wave scattering, two and magnetic fields directly to the respective

dimensions: differential operators of the curl equations. This

(a) square metal cylinder, TM polarization, achieves a sampled-data reduction of the con-

(b) circular muscle-fat layered cylinder, TE tinuous electromagnetic field in a volume of space,

polarization, over a period of time. Space' and time discretiz-

(c) homogeneous, anisotropic, square material ations are selected to bound errors in the sampling

cylinder, TM polarization, process, and to ensure numerical stability of the

(d) circular metal cylinder, conformally algorithm [2]. Electric and magnetic field com-

modeled, TE and TM polarization, portents are interleaved in space to permit a natural

(e) flanged metal open cavity, satisfaction of tangential field continuity condi-

(f) relativistically vibrating mirror, oblique tions at media interfaces. Overall, FD-TD is a-

incidence; marching-in-time procedure which simulates the

(2) electromagnetic wave scattering, three continuous actual waves by sampled-data numeri-

dimensions: cal analogs propagating in a data space stored in

(a) metal cube, broadside incidence, a computer. At each time step, the system of

(b) flat conducting plate, multiple monostatic equations to update the field components is fully

looks, explicit, so that there is no need to set up or solve
(c) T-shaped conducting target, multiple mono- a set of linear equations, and the required computer

static looks; storage and running time is proportional to the

(3) electromagnetic wave penetration and coup- electrical size of the volume modeled.
ling, two and three dimensions: Figure l(a) illustrates the time-domain wave

(a) narrow slots and lapped joints in thick tracking concept of the FD-TD method. A region

screens, of space within the dashed lines is selected for

(b) wires and wire bundles in free space and in field sampling in space and time. At time =0, it is

a metal cavity; assumed that all fields within the numerical samp-

(4) very complex three-dimensional structures: ling region are identically zero. An incident plane

(a) missile seeker section, wave is assumed to enter the sampling region at

(b) inhomogeneous tissue model of the entire this point. Propagation of the incident wave is

human body; modeled by the commencement of time-stepping,

(5) microstrip and microwave circuit models, which is simply the implementation of the finite-

(6) inverse scattering reconstructions in one and difference analog of the curl equations. Time-step-

two dimensions. ping continues as the numerical analog of the

Finally, this paper will conclude with a discus- incident wave strikes the modeled target embedded

sion of computing resources for FD-TD and the within the sampling region. All outgoing scattered

potential impact of massively concurrent wave analogs ideally propagate through the lattice

machines. truncation planes with negligible reflection to exit
the sampling region. Phenomena such as induction

of surface currents, scattering and multiple scatter-

2. General characteristics of FD-TD ing, penetration through apertures, and cavity exci-

tation are modeled time-step by time-step by the

As stated, FD-TD is a direct solution of Miax- action of the curl equations analog. Self-

well's time-dependent curl equations. It employs consistency of these modeled phenomena is gen-
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I- oAtC TfuncotoA PIoC. state is approxin itely equal to the Q-factor of the
/ structure or phe: omenon being modeled.

/ ---- --- --i Figure l(b) ill..:' 3tes the positions of the elec-

tric and magnetic field components about a unit

I""- . ,,o,,. cell of the FD-TD lattice in Cartesian coordinates
A,,,oy • Z,.A/ Scorv.reo (1]. Note that each magnetic field vector com.
stufUc/r W.a/ve ponent is surrounded by four circulating electric

• --. .A'•I field vector components, and vice versa. This

arrangement permits not only a centered-differencePlanewave ,,analog to the space derivatives of the curl

-.....-----.---- xY.o equations, but also a natural geometry for
0 implementing the integral form of Faraday's Law

X.,1/23 ,.(,,'? and Ampere's Law at the space-cell level. This

integral interpretation permits a simple but

CY effective modeling of the physics of thin-slot coup.

N ling, thin.wire coupling, and smoothly curved
E. c Es target surfaces, as will be seen later.

F, -, , -

SI

.-Y !E z• •

xY

Figl. I. Basic element~s o(t" he FD-TL" ,ace lattice: (a) time- $ .
domain wave trackingl concept. (b) lattice unti cell in Cartesian ••.

coordinates. , •1 ..- ,' , "

erally assured if their spatial and temporal vari.X
ations are well resolved by the space and time Fig. 2. Arbitrary three-dimensional scatterer embedded in an

sampling process. FD-TD lattice.
Time-stepping is continued until the desired

late-time pulse response or steady-state behavior Figure 2 illustrates how an arbitrary three.

is observed, An important example of the latter is dimen.sional scatterer is embedded in an FD-TD
the sinusoidal steady state, wherein the incident space lattice comprised of the unit cells of Fig.
wave is assumed to have a 3inusoidal dependence, 1(b). Simply, the desired values of electrical per.
and time-stepping is continued until all fields in mittivity and conductivity are assigned to each

*. the sampling region exhibit sinusoidal repetition, electric field component of the lattice. Correspond.
This is a consequence of" the limiting amplitude ingly, desired values of magnetic permeability and
principle (3]. Extensive numerical experimenta- equivalent conductivity are assigned to each mag-

tion with FD-TD has shown that the number of netic field component of the lattice. The media

complete~ cycles of the incident wave required to parameters are interpreted by the FD-TD program
be time-stepped to achieve the sinusoidal steady as local coemfcients for the time-stepping

1A31
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algorithm. Specification of media properties in this in the rectangular coordinate system (x. y, :)-
component-by-component manner results in a
stepped-edge, or staircase approximation of aH, I (E, aE: ,'H, (3a)
curved surfaces. Continuity of tangential fields is at g az ay
assured at the interface of dissimilar media with
this procedure. There is no need for special field aH., I OE, aE. pH, 03b)
matching at media interface points. Stepped-edge t AL ax (z

approximation of curved surfaces has been found aH, I LE. a E,.
to be adequate in the FD.TD modeling problems 8-ay __L_ xPr!: (3c)

studied in the 1970s and early 1980s. including /

wave interactions with biological tissues (4]. aE, I (lH_ \H
penetration into cavities [5, 6], and electromag. at • •-y- az -E,) 4a)

netic pulse (EM P) interactions with complex struc-
tures (7-9]. However, recent interest in wide OE. I (OH. H. E
dynamic range models of scattering by curved at e \: ax
targets has prompted the development of surface-
conforming FD-TD approaches which eliminate LE, I (,Hz _ff,. (40)
stair-casing. These will be summarized later in this t i , ax y /

paper.
The system of six coupled partial differential

3. B-ic FD-TD algorithm detailb equations of t., and (4) forms the basis of the
FD-TD algorithm for electromagnetic wave inter-

3.1. Ma.xwell's equations act'ons with general three-dimensional objects.
Before proceeding with the details of the

Consider a region of space which is source-free algorithm, it is informative to consider one impor-
and has constitutive electrical parameters that are tant simplification of the full three-dimensional
independent of time. Then, using the MKS system case. Namely, if we assume that neither the
of units, Maxwell's curl equations are given by incident plane wave excitation nor the modeled

OH -- - H( geometry has any variation in the :-direction (i.e.,
LH_ 1 T x E - p-, (I) all partial derivatives with respect to z equal zero),

At A Maxwell's curl equations reduce to two decoupled
-E 1 V x H-!! E (2) sets of 4calar equations. These decoupled sets,
at £ 9 termed the transverse magnetic (TM) mode and

where E is the electric field in volts/meter; H is the transverse electric (TE) mode, describe two.

the magnetic field in amperes/meter; s is the elec- dimensional wave interactions with objects. The

trical permittivity in farads/meter; a' is the elec- relevant equations for each case follow:

trical conductivity in mhos/meter (sic. - TM case (E:, H,, and H, field components only)

mens/meter); At is the magnetic permeability in
henrys/meter; and p' is an equivalent magnetic H H.E1 +o., (Sa)
resistivity in ohms/meter. (The magnetic resistivity at • \ ay 9
term is provided to yield symmetric curl equations, oH, aE•_ ,H,\, (Sb)
and allow for the possibility of a magnetic field -- . O
loss mechanism.) Assuming that e, o-. A, and p'
are isotropic, the following system of scalar aE, I(aOH OH o

__!_ E: . (5c)equations is equivalent to Maxwell s curl equations at e ax Ox
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- TE case (H,, E,. and E, field components only) in Fig. 1(b). To achieve the accuracy of (8b), he
evaluated E and H at alternate half time steps.

E- .- ( -(!:-E,, (6a) The following are sample finite.difference time-

8 e ay / stepping expressions for a magnetic and an electric

aE. I all. +(6b field component resulting from these assumptions:

8H, aE. aE. H. (6),
H' -i + 1i,/k + 1)

3.2. The Yee algorithm + p'(i,j+ , k +½)At

In 1966, Yee (1] introduced a set of finite. 2A(ij+4,k+4)

difference equations for the system of(3) and (4).+-- -t . 1 + p'(I +1,k+J)At]-1
Following Yee's notation, we denote a space point ,(iJ, .k+J). I 2(iJ+,,k+1) J
in a rectangular lattice as

(i, j, k) - (i Ax, j Ay, k 4.-) (7a)*- E(:.j +!, k)J/.• .

and any function of space and time as

F"(iJ, k) - F(i Ax, j .y, k %.- n A t) (7b) + C (4J, k+!)

where Ax., Ay, and Az are, respectively, the lattice - £f(i,j + I, k + M)]/Ay}, (9)

space increments in the x-, y-, and :-coordinate ,., . k
* directions; At is the time increment; and i, j. k,

and n are integers. Yee used centered finite- . k+1).%
difference expressions for the space and time I 2(i.. k+ )Ak
derivatives that are both simply programmed and +CrEj. k+ " (i, Jk+)
second-order accurate in the space and time incre- 1 (i,j. k + P-
ments respectively:

aFP(i,j, k) At 1r+(i.j.k+).AI'

ax e(i,j, k "1) I 2e(j , k1)J
FR(i+ J,j, k)- FR(U-j,j, k) X O((C',<{ Hn,'12(i +½,j, k + 4)

Ix + O(ax").

(8a)

3FP(4J, k) +k[H"N(,j - 0 k+j)

at -H."(i,j+J, k +J)]/Ay}. (10)

At F+(At). With the system of finite-differ~,nce equations

(Sb) represented by (9) and (10). the new value of a
field vector component at any lattice point depends

To achieve the accuracy of (8a), and to realize only on its previous value and on the previous
all of the required space derivatives of the system values of the components of the other field vector
of (3) and (4), Yee positioned the components of at adjacent points. Therefore, at any given time
E and H about a unit cell of the lattice as shown step, the computation or a field vector can proceed
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either one point at a time; or, if p parallel pro- where k,_ Ac, and k, are, respectively, the x-, y-,
cessors are employed concurrently, p points at a and :-components of the wavevector; w is the wave
time. angular frequency; and c is the speed of light in

the homogeneous material being modeled.
3.3. Numerical stability In contrast to the numerical dispersion relation,

To ensure the stability of the time-stepping the analytical dispersion relation for a plane wave
algorithm exemplified by (9) and (10), At is chosen in a continuous, lossless medium is just
to satisfy the inequality [2, 10]

:/c2 = k2 + k + k•. (13)

c.,.4 T,,At +x Ty+:+J--2 ( ) for the three-dimensional case. Although, at first

where C,, is the maximum electromagnetic wave glance, (12) bears little resemblance to the ideal

phase velocity within the media being modeled, case of (13), we can easily show that (12) reduces

Note that the corresponding numerical stability to (13) in the limit as At, Ax, %y, and Az all go to

criterion set forth in (7) and (8) of reference (1] zero. Qualitatively, this suggests that numerical

is incorrect (cf. (2]). For the TM and TE two- dispersion can be reduced to any degree that is

dimensional modeling cases, it can be shown (101 desired if we only use a. fine-enough FD-TD

that the modified time-step limit for numerical gridding.

stability is obtained from (11) simply by setting To quantitatively illustrate the dependence of
A.= 0. numerical dispersion upon FD-TD grid discretiz-

ation, we shall take as an example the two-
3.4. Numerical dispersion dimensional TM case (3%z -,e), assuming for sim-

The numerical algorithm for Maxwell's curl plicity square unit cells (ax = ly = A) and wave

equations represented by (9) and (10) causes dis- propagation at an angle a with respect to the

persion of the simulated wave modes in the compu- positive x-axis (k 2 - k cos a; k= k sin a). Then,

tational lattice. That is, the phase velocity of dispersion relation (12) simpiifies to

numerical modes in the FD-TD lattice can vary I
with modal wavelength, direction of propagation, sin (.I.at)
and lattice discretization. This numerical disper- -lCt)
sion can lead to nonphysical results such as pulse - sin'(Jk cos a ,,) + sin2(.!k sin a A).
distortion, artificial anisotropy, and pseudorefrac- (14)
tion. Numerical dispersion is a factor in FD-TD
modeling that must be accounted to understand Equation (14) can be conveniently solved for the
the operation of the algorithm and its accuracy wavevector magnitude, k, by applying Newton'slimits. aeetrmgiue ,b pligNwo'

Flowin, method. This process is especially convenient if AF o llo w in g th e a n a ly s is in [ 10 ), it c a n b e s h o w nis n r a z e t o h e f e - p c w v l n g .
that the numerical dispersion relation for the three. isnre tovthe ree-s wvlngth.dimesioal cse eprsentd b (9 and(10 is Figure 3(a) provides results using this procedure
dimensional case represented by (9) and (10) is which illustrate the variation of numerical phase
given by velocity with wave propagation angle in the FD.

( 2 !)- I TD grid. Three different grid resolutions of the
Ssin(wAt)- (k,3x) propagating wave are examined: coarse (A,/5);

normal (AO/10); and fine (Ao/20). For each reso-

+-1 sin((kly)+-Lsin2 (Ik...A:) (12) lution, the relation c,%t - A• was maintained. This
+1y 2n relation is commonly used in two- and three-
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dimensional FD-TD codes to satisfy the numerical per wavelength. This would limit the spread of r
stability criterion of (11) with ample safety margin, numerical phase velocities of the principal spectral
From Fig. 3(a), it is seen that the numerical phase components to less than 1%, regardless of the wave
velocity is maximum at 450 (oblique incidence), propagation angle in the grid.
and minimum at 0° and 900 (incidence along either In addition to numerical phase velocity
Cartesian grid axis) for all grid resolutions. This anisotropy and pulse distortion effects, numerical
represents a numerical anisotropy that is inherent dispersion can lead to pseudorefraction of propa-
in the Yet algorithm. However, the velocity error gating modes if the grid cell size is a function of
relative to the ideal case diminishes by approxi- position in the grid. Such variable-cell gridding
mately a 4: 1 factor each time that the grid cell size would also vary the grid resolution of propagating
is halved, so that the worst-case velocity error for numerical modes, and thereby perturb the modal
the normal resolution case is only - 1.3%, and only phase velocity distribution. This would lead to
-0.31% for the fine resolution case. nonphysical reflection and refraction of numerical

Figure 3(b) graphs the variation of numerical modes at interfaces of grid regions having different
phase velocity with grid resolution at the fixed cell sizes (even if these interfaces were located in
incidence angles, 45° and 00 (90°). Again, the rela- free space), just as physical waves undergo reflec-
tion cat - JA was maintained for each resolution. tion and refraction at interfaces of dielectric media
Here, it is seen that the numerical phase velocity having different indices of refraction. The degree
at each angle of incidence diminishes as the propa- of nonphysical refraction is dependent upon the
gating wave is more coarsely resolved, eventually magnitude and abruptness of the change of the
reaching a sharp threshold where the numerical modal phase velocity distribution, and can be esti-
phase velocity goes to zero and the wave can no mated using conventional theory for wave refrac-
longer propagate in the FD-TD grid. This rep- tion at dielectric interfaces.
resents a numerical low-pass filtering effect that is We have stated that. in the limit of infinitesimal
inherent in the Yee algorithm, wherein the At and A, (12) reduces to (13), the ideal dispersion
wavelength of propagating numerical modes has case. This reduction also occurs if At, A, and the
a lower bound of 2 to 3 space cells, depending direction of propagation are suitably chosen. For
upon the propagation direction. As a result, FD- example, in a three-dimensional cubic lattice,
TD modeling of pulses having finite duration (and reduction to the ideal dispersion case can be
thus, infinite bandwidth) can result in progressive demonstrated for wave propagation along a lattice
pulse distortion as higher spatial frequency com- diagonal (k. - k, = k /v='kirk) and At -= Ac%1
ponerts propagate more slowly than lower spatial (exactly the limit set by numerical stability).
frequency components, and very high spatial Similarly, in a two-dimensional square grid, the
frequency components with wavelengths less than ideal dispersion case can be demonstrated for wave
2 to 3 cells are rejected. This numerical dispersion propagation along agrid diagonal (k., - k, = kirv)
causes broadening of finite-duration pulses, and and At - I/cV%! (again the limit set by numerical
leaves a residue of high-frequency ringing on the stability). Finally, in one dimension, the ideal case
trailing edges due to the relatively slowly propagat- is obtained for At -A/c (again the limit set by
ing high-frequency components. From Figs. 3(a) numerical stability) for all propagating modes.
and 3(b), we see that pulse distortion can be
bounded by obtaining the Fourier spatial 3.5. Lattice zoning and plane wave source condition
frequency spectrum of the desired pulse, and The numerical algorithm for Maxwell's curl
selecting a grid cell size so that the principal spec- equations defined by the finite-difference system
tral components are resolved with at least 10 cells reviewed above has a linear dependence upon the
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• components of the electromagnetic field vectors, incident wave in Region 2. The outer lattice planes
Therefore, this system can be applied with equal bounding Region 2. called the lattice truncation
validity to either the incident.field vector com. planes, serve to implement the free-space radiation
ponents, the scattered-field vector components, or condition (discussed in the next section) which
the total-field vector components (the sum of simulates the field sampling space extending to
incident plus scattered). Present FD.TD codes util- infinity.
ize this property to zone the numerical space lattice The total-field/scattered-field lattice zoning
into two distinct regions, as shown in Fig. 4(a), illustrated in Fig. 4(a) provides a number of key
separated by a rectangular virtual surface which features which enhance the computational flexibil.
serves to connect the fields in each region (II. 12]. ity and dynamic range of the FD-TD method:

Arbitrary incident wave. The connecting condi-
tion provided at the interface of the inner and outer

Cild regions, which assures consistency of the numeri.
cal space derivative operations across the interface,

Re I"- 2 simultaneously generates an arbitrary incident
s%-,,• faze Aa Paids plane wave in Region I having a user-specifiedPlaont wave I

so., __ -------__ \_ time waveform, angle of. incidence, and angle of
L.,,,O.c polarization- This connecting condition, discussed
rrncor, in detail in (10), almost completely confines the

incident wave to Region I and yet is transparent
(r. 90 MI: W) to outgoing scattered wave modes which are free

" ,) to enter Region 2.
Pat " @ Simple prolrammineg of inhomogeneous utruc-

, 0 tures. The required continuity of total tangential

zm:o . aE and H fields across the interface of dissimilar
IISI�IUs0 -- LI 05 media is automatically provided by the original

........ -- - - - - - - -- Yee algorithm if the media are located in a zone

,, . (such as Region I) where total fields are time.
marched. This avoids the problems inherent in a

Fig. 4. Zoning ofhe FD-TD lattice: (a) (*(&I Aeld and icalred pure scattered-field code, where enforcement of

Aield rations; lb) near.to-far gield integration surface located the continuity of total tangential fields is a separate
in the scattered field region, process requiring the incident field to be computed

at all interfaces of dissimilar media, and then
Region 1. the inner region of the FD-TD lattice, added to the values of the time-marched scattered

is denoted as the total-field region. Here. it is fields at the interfaces. Clearly, computation of the
assumed that the finite-difference system for the incident field at numerous points along possibly
curl equations operates on total-field vector com- complex, structure-specific loci is likely to be much
ponents. The interacting structure of interest is more involved than computation of the incident
embedded within this region. field only along the simple connecting surface

Region 2, the oute- region of the FD-TD lattice, between Regions I and 2 (needed to implement
is denoted as the scattei|d-field region. Here, it is the total-field/scattered-field zoning). The latter
assumed that the finite-difference system for the surface has a fixed locus that is independent of
curl equations operates ,'nly on scattered-field vec- the shape or complexity of the intera:tion structure
tor components. Thi', implies that there is no that is embedded in Region 1.
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Wide computational dynamic range. Low levels computer can store an unlimited amount of data,
of the total field in deep shadow regions or cavities and therefore, the field computation zone must be
of the interaczion structure are computed directly !imited in size. A suitable boundary condition on
by time-marching total fields in Region i. In a pure the outer perimeter of the computation zone must
scattered-field code, however, the low levels of be used to simulate the extension of the computa-
total field are obtained by computing the incident tion zone to infinity. This boundary condition must
field at each desired point, and then adding to the be consistent with Maxwellrs equations in that an
values of the time-marched scattered fields. Thus, outgoing vector rcattered-wave numerical analog
it is seen that a pure scattered.field code relies striking the lauice truncation must exit the lattice
upon near cancellation of the incident and scat- without appreciable nonphysical reflection, just as
tered field components of the total field to obtain if the lattice truncation was invisible.
accurate results in deep shadow regions and Now, the vector field components at the lattice
cavities. An undesirable hallmark of this cancella- truncation planes cannot be computed using the
tion is contamination of the resultant low total-field centered-differencing approach discussed earlier
levels by subtraction noise, wherein elight percen- because of the assumed absence of known field
tage errors in calculating the scattered fields result data at points outside of the lattl,:e truncation
in possibly very large percentage errors in the (which are needed to form the central differences).
residual total fields. By time-marching total fields It has been shown that a suitable lattice truncation
directly, the zoned FD-TD code avoids subtraction is provided by implementing a near-field radiation
noise in Region I and and achieves a computa- condition separately for each of the Cartesian
tional dynamic range more than 30dB greater than tangential electric (or magnetic) vector com-
that for a pure scattered-field code. ponents present in the truncation planes (11-13].

Far-field response. The provision of a well- In FD-TD codes to date, the radiation condition
defined scattered-field region in the FD-TD lattice used is a Pade (2,0) interpolant of the factored
permits the near-to-far-field traaisformation illus- (one-way) wave equation [15, 16] as differened
trated in Fig. 4(b). The dashed virtual surface in [11]. Higher-order Pade (2,2) and Chebyshev
shown in Fig. 4(b) can be located along convenient (2, 2) interpolants are currently under study for
lattice planes in the scattered-field region of Fig. numerical implementation in the FD-TD computer
4(a). Tangential scattered E and H fields com- programs (17].
puted via FD-TD at this virtual surface can then
be weighted by the free-space Green's function
and then integrated (summed) to provide the far-
field response and radar cross section (full bistatic 4. FD-TD modeling validations for electromagnetic
response for the assumed illumination angle) [12- wave scattering, two dimensions
14]. The near-field integration surface has a fixed
rectangular shape, and thus is independent of the Analytical and code-to-code validations have
shape or composition of the enclosed structure been obtained relative to FD-TD modeling of elec-
being modeled. tromagnetic wave scattering for a wide variety of

canonical two-dimensional structures. Both con-
3.6. Radiation condition vex and re-entrant (cavity-type) shapes have been

studied; and structure material compositions have

A basic consideration with the FD-TD approach included perfect conductors, homogeneous and
to solve electromagnetic wave interaction prob. i•homogeneous lossy dielectrics, and anisotropic
lems is that mos. computational domains of inter- dielectric and permeable media. Selected valida.
est are ideally unbounded or "open". Clearly, no tions will be reviewed here.
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4.1. Square metal cylinder, TM polari:ation [12] agrees with the MOM solution to better than Ii%
Here, we consider the scattering ofa TM-polar- (,-0.09 dB) at all comparison points more thanHere weconsderthescaterig o a T-poar- 2 FD-TD cells from the cylinder corners (current

ized plane wave obliquely incident upon a square singlarTies The phe oyl the FDmTD soution

metal cylinder of electrical size k•s = 2. where $ is singularities). The phase of the FD-TD solution

the side width of the cylinder. The square FD-TD agrees with the MOM solution to within 1-30 at

grid cell size is set equal to s120, and the grid virtually every comparison point, including the

truncation (radiation boundary) is iocated at a shadow region.

uniform distance of 20 cells from the cylinder 4.2. Circular muscle-fat layered cv inder, TE
surface.

Figure 5 compares the magnitude and phase of polari:ation [18]
the cylinder surface electric current distribution Here, we consider the penetration of a TE-polar.
computed using FD-TD to that computed using a ized plane wave into a simulated biological tissue
benchmark code which solves the frequency- structure represented by a 15 cm radius muscle-fat
domain surface electric field integral equation layered cylinder. The inner layer (radius = 7.9 cm)
(EFIE) via the method of moments (MOM). The is assumed to be comprised of muscle having a
MOM code assumes target symmetry and discret- relative permittivity of 72 and conducti.cty of
izes one-half of the cylinder surface with 84 0.9S/m. The outer layer is assumed to be com-
divisions. The FD-TD computed surface current prised of fat having a relative permittivity of 7.5
is taken as ixH,,,, where i is the unit normal and conductivity of 0.48S/m. An illumination
vector at the cylinder surface, and H,,, is the frequency of 100 MHz is modeled, with the FD-TD
FD-TD value of the magne:ic field vector com- grid cell size set equal to 1.5 cm (approximately
ponent in free space immediately adjacent to the 1/24 wavelength within the muscle). A stepped-
cylinder surface. From Fig. 5. we see that the edge (staircase) approximation ofthe circular layer
magnitude of the FD-TD computed surface current boundaries is used.

40-

- MOM (s0 - Paont Soluron 1T0.

..... gID-TO (3-Cycle Soiuton) "O0"

30-- -60*

-ý20 -150

10 "240. MOM (to-Pa.,, Solul'o) i

.no2 70 ' * -0TO (6 .Cycu. Solution) #

- 300-

000 b C
4 C POS11h6A O*ti CY.dfl~l + $u+fface

I.) SIl

Fig. 5. Comparison of FD-I'D and frequency-domain surface electric field integral equation results for longitudinal surface electric

cur-rent distnbution on a ko* - 2 square metal cylinder. TM case: (a) magnitude; (b) phase [121.
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Fig. 6. Comparison of FD-TD and exact solutions for penetrating electric hield vector components within a 15 cm radius, circular.
muscle-rat layered cylinder, TE polarization, 100 MHz (IS).

Figure 6, taken from (181, shows the analytical component, leads immediately to the possibility of
validation results for the magnitude of the using FD-TD to model material structures having
penetrating electric field vector components 2long diagonalizable tensor electric and magnetic
two cuts through the muscle-fat cylinder, one properties. No alteration of the basic FD-TD
parallel to the direction of propagation of the algorithm is required. The more complicated
incident wave, and one parallel to the incident behavior associated with off -diagonal tensor corn-
electric field vector. The exact solution is obtained ponents can also be modeled, in principle, with
by summing sufficient terms of the eigenfunction some algorithm complications [20).
expansion to assure convergence of the sum. Excel. Recent development of coupled, surface, com-
lent agreement of the FD-TD and exact solutions bined-field integral equation (CFIE) theory for
is noted, even at jump discontinuities of the field modeling electromagnetic wave scattering by
(and at jump discontinuities of the slope of the arbitrary-shaped, two-dimensional, anisotropic
field distribution) that occur at the layer boun- material structures [191 has permitted detailed
daries. This fine agreement is observed despite the code-to-code validation studies of FD-TD
stepped-edge approximation of the circular layer anisotropic models. Figure 7 illustrates one such
boundaries. study. Here, the magnitude of the equivalent sur-

face electric current induced by TM illumination

4.3.Homgenousaniotrpic squre ateial of a square anisotropic cylinder is graphed as a
cy.3. er HoMogenousl ns~r qarezamaonrial function of position along the cylinder surface for

cylider TMpolazafon 19]both the FD-TD and CFIE models. The incident
The abilit:' to independently specify electrical wave propagates in the +y-direction and has a

permittivity and conductivity for each E vector +:-directed electric field. The cylinder has an elec-
component in the FD-TD lattice, and magnetic trical size 4~s = S, permittivity e,, - 2. and diagonal
permeability and equivalent loss for each H vector permeability tensor A.= 2 and A.,, =4. For the
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4 1.0 been the need to use stepped-edge (staircase)
approximations of the actual structure surface.

s

Although not a serious problem for modeling wave
penetration and scattering for low.Q metal

* '~.cavities, recent FD-TD studies have shown that

1 2 stepped approximations of curved walls and aper-

92 in 1&,,-f a4, - C1souin ture surfaces can shirt center frequencies of res-
ko 0-0 0*~ 0 0 FD O-rO 12cyclit) onant responses by 1% to 2% for Q factors of 3v

Cc (t,**nY 0I5O.10l to 80, and can possibly introduce spurious nu'ls
(21]. In the area of scattering, the use of stepped

* surfaces has limited application of FD-TD for
modeling the important class of targets where sur-

W face roughness, exact curvature, and dielectric or
permeable loading is important in determining the
radar cross section.

Recently, two diderent types of FD-TD confor-
mral surface models have been proposed and4 ~ examined for two-drrnenbional prob!ems:(10aaa' a otu ah mdl
[21. Thesedpresee the bscn Cartesian gridel

8.40.6 arranThemen ofesfiel topoenbasi Cartealspace cells

08 .60 0 8 .00 except those adjacent to the structure surface.
NORMALIZED CONTOUR LENGTH Space cells adjacent to the surface are deformed

Fig. 7. Comparison or FD-TD and frequency-do main surface to confor~m with the surface locus. Slightly
combined-field integral equation results for longitudinal sur- modified time-6tepping expressions for the mag-
face electric current distribution on a ko =S square anisotropic n~c(edcmoet daett h ufc r

cylinder. TMi case ([19). eifilcopnnsajcttoheurce-e
derived from the integral form of Faraday's Lav.

case shown, the FD-TD grid cell size is set equal implemented around the perimeters of thte d,5,

to s/5O, and the radiatioti boundary is located at (21& Ypetclll ofrn3..m~ oes[2,2~

a uniform distance of 20 cells from the cylinder (h's Yavire abeneixjetfrmin*me- oes (23,e241,n

surface. 7rergoaalben cP-i1ms eiatm

From Fig. 7, we see that the FD-TD and CFIE -'n'mv to construct non-CAm~-sion grids w'utch

results agree very well almost everywhere on the "e~lt~o~adgoal tece ocnO~
cylinder surface, despite the presence of a compli- waith sruooth]3 %hiped strt'ctures. Time-5teppft.g

cated series of peaks and nulls. Disagreement is expretsiions are tither adep:ed from the Cart~-ean
note atthe ylidercomes were FI prdict FV71)C tse [231 or cbtAi.ied vi~i ang Pney ýi the

noedatp thcylinderks cornerswheredit lcal predics. computational fluid dyna~r,.ic., forriidlilsm [24].

Shuisarp loaluin pekbto FDresovetics local nulls. Research is ongoing for each of these types of
Suies arse. c niun orslv hscre hs conformal surface models. Key questions include:

ease of mesh generation; suppression of numerical

4.4. Circular metal cylinder, conformally modeled, artifacts such as instability, dispersion, pseudore-
TE ad TMpolrizaionfraction, and subtraction noise limitation of corn-
TE ad T polnsaionputational dynamic range; coding complexity; and

A key flaw in previous FD-TD ~r 3dels of con- computer execution time. (See also the paper by
ducting structures with smooth curvea surfaces has Madsen and Ziolkowski in this issue.)
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The accuracy of the Faraday's Law contour path 4.6. Relatiuvistically vibrating mirror, oblique
models for smoothly curved structures subjected incidence [26]
to TE and TM illumination is illustrated in Figs.
8(a) and 8(b) respectively. Here, a moderate-resol- Analytical validations have been recently
ution Cartesian FD-TD grid (having 1/20 obtained for FD-TD models of reflection of a
wavelength cell size) is used to compute the monochromatic plane wave by a perfectly conduct-
azimuthal or longitudinal electric current distribu- ing surface either moving at a uniform relativistic
tion on the surface of a koa - 5 circular metal velocity or vibrating at a frequency and amplitude
cylinder. For both polarizations, the contour path large enough so that the surface attains relativistic
FD-TD model achieves an accuracy of 1.5% or speeds [26]. The FD-TD approach of[26] is novel
better at most surface points relative to the exact in that it does not require a system transformation
series solution. Running time for the conformal where the conducting surface is at rest. lrs,$•ad,
FD-TD model is essentially the same as for the the FD-TD grid is at rest in the laboratory frame,
old staircase FD-TD model since only a few H and the computed field solution is given directly
components immediately adjacent to the target in the laboratory frame. This is accomplished by
surface require a slightly modified time.stepping implementing the proper relativistic boundary con-
relation. ditions for the fields at the surface of the moving

conductor.
Figure II shows results for one of the more

4.5. Flanged metal open cavity [25] interesting problems of this type modeled so far,
that of oblique plane wave incidence on an infinite

Here, we consider the interaction of a TM-polar- vibrating mirror. This case is much more compli-
ized plane wave obliquely incident upon a flanged cated than the normal incidence case, in that it has
metal open cavity. The open cavity is formed by no closed-form solution. An analysis presented in
a flanged parallel-plate waveguide having a plate the literature [27] writes the solution in an infinite-
spacing, a, of I m, short-circuited by a terminating series form using plane-wave expansions, where
plate located at a distance, d, of I m from the the unknown coefficients in the series are solved
aperture. At the assumed illumination frequency numerically. This analysis serves as the basis of
of 382 MHz, koa =/kod - 8, and only the first two comparison for the FD-TD model results for the
TE ,vaveguide modes propagate within the open time variation of the scattered field envelope at
cavity. An oblique angle of incidence, a = 30%, is points near the mirror.
assumed for this case. Since it is difficult to model exactly an infinite

Figure 9 compares the magnitude and phase of plane mirror in a finite two-dimensional grid, a
the penetrating electric field within the cavity ; in long, thin, rectangular perfectly-conducting slab is
from the aperture computed using FD-TD to that used as the mirror model, as shown in Fig. 11(a).
computed using a cavity modal expansion and Relativistic boundary conditions for the fields are
OSRC [25]. Good agreement is seen. Figure 10 implemented on the front and back sides of the
shows a similar comparison for !ie bistatic slab. The other two sides, parallel to the velocity
radar cross section due to the induced aperture vector, are insensitive to the motion of the slab,
field distribution. Again, good agreement is and therefore no relativistic bcunday conditions
noted.' are required there. To minimize the effect of edge

diffraction, the slab length is carefully selected so

It should be noted that the results obtained using the cavity that the slab appears to be infinite in extent at
modal expansion and OSRC represent a good approximation, observation point, P, during a well-defined early-
but not a rigorous solution. time response when the edge effect has not yet
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Fil. 8. Comparison of Faradsy's L~av contour-path FD-TD and exact solutions oro surface electric current distribution on a koa ,s5

eircular me,,,l cylinder; (a) TE case, azimuthal current; (b) TM case, longitudinal current (22).

propagated to P. Since the TM cast does not pro- and analytical results obtained from [27) for the

vide appreciably different results than the TE case envelope of the "cattereo E field vs. time f'or an

Bm

(27), only the TE case is considered. From Fig. inc-ident angle cf 30", peak mirror speed 20% that

I l(b), we see good agreement betw -en the FD-TD of light, and observation points z/d = -5 and
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Fig. 10. Comparison of FD-TD and frequency.domain modal/OSRC approximate solution for the bistatic radar cross section due
to the induced aperture field distribution of the filanged open cavity [25].

z.d =--50, where kd - 1. Similar agreement is
........ found for an even more oblique angle, 600 (26].

...... ,...... This agreement is satisfying since the action of the
"relativistically vibrating mirror is so complicated,

-'., ~generating a reflected wave having a spread both
in frequency and spatial reflection angle, as well
as evanescent modes.

I.)

S. FD-TD modeling validations for electromagnetic
2.0 , sA---so alytical results wave scattering, three dimensions

P-0.2, kd-I

Analytical, code-to-code, and experimental vali-
z -- 5 dations have been obtained relative to FD-TD

.o i "modeling of e!ectromagnetic wave scattering for a
wide variety of canonical three-dimensional struc-
tures, including cubes, flat plates, and crossed

_.0_ plates. Selected validations will be reviewed here.
0 2ff

Ot 5. . Metal cube, broadside incidence [13]

Fig. I I. Comparison of FD-TD and analytical resulu for the Results are now shown for the FD-TD computed
envelope of th~e scattered electric field vs. time for a monochro- surface electric current distribution on a metal cube
matic plane wave illuminating a relativistically vibrating mrirror
at a 30' oblique angle: (a) problem geometry; (b) comparative subject to plane-wave illumination at broadside

solutions at two distances from the mirror surface (26]. incidence. The electric current distribution is com-
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pared to that computed by solving a frequency" 2.0 -

domain surface EFIE using a standard triangular
surface-patching MOM code [13]. It is shown that
a very high degree of correspondence exists .

Z 1g-VorT01ooS~v Consbetween the two sets of predictive data. ) Per C,,, -g j
The detailed surface current study involves a .0 ,o • , T,.€, vw~e, g9,,,.\

cube of electrical size kos - 2, where s is the side a 10"u (. Tel,,e,.i Patch,#$,., Pot

width of the cube. For the FD-TD model, each c 26Ia2oSM,,,,a

face of the cube is spanned by 400 square cells
(20 x 20), and the radiation boundary is located at 0 o
a uniform distance of 15 cells from the cube sur-
face. For the MOM model, each face of the cube 0
is spanned by either 18 triangular patches or 32
triangular patches (to test the convergence of the
MOM model). Comparative results for surface
current are graphed along two straight-line loci
along the cube: a-R, which is in the plane of the ; .oo-
incident magnetic field; and a which is in c
the plane of the incident electric field.

Figure 12 compares the FD-TD and MOM /
results for the magnitude and phase of the surface . -
current along a-b''d7 The FD.TD values agree with
the high-resolution MOM data to better than ,
-2.5% (±0.2 dB) at all comparison points. Phase

agreement for the same sets of data is better than OM ,, ..
* V. (The low-resolution MOM data have a phase .
anomaly in the shadow region.) In Fig. 13, compar-
ably excellent agreement is obtained along abd, : 12. Comparison of FD-TD and frequency.domain surface
but only after incorporation of an edgecorrection electric hield integral equation results for surface electric current
term in the MOM code (28] to enable it to properly distribution alons the E-plane locus, U , or the ko - 2
model the current singularities at the cube comers, metal cube: (a) magnitude; (b) phase (13].
b and c.

uniform distance of only 8 cells from the plate

5.2. Rat conducting plate, multiple monostatic surface. For the MOM model, study of the conver-

looks (14, 20] gence of the computed broadside RCS indicates
that the plate thickness must be accounted by

We next consider a 30 cm x 10 cm x 0.65 cm flat using narrow side patches, and the space resolution
conducting plate target. At I GHz, where the plate of each surface patch should be finer than approxi-
spans I wavelength, a comparison is made between mately 0.2 wavelength. As a result, the MOM
FD-TD and MOM results for the monostatic radar model forms the plate by 10 x 3 x I divisions, yield- 0
cross section (RCS) vs. look-angle azimuth (keep. ing a total of 172 triangular surface patches. Figure
ing a fixed elevation angle), as shown in Fig. 14(a). 14(a) shows excellent agreement between the two
Here, the FD.TD model uses a uniform cell size models (within about &0.2 dB).
of 0.625 cm (Ao/48), forming the plate by 48 x 16 x At S; GHz, the plate spans 9 wavelengths, and
1 cells. The radiation boundary is located at a the use of the MOM model is virtually precluded.
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to -70, 400S4M1Co. CUPffC.00ees0. is I l2x48 x 18, Containing 580,608 unknown field
3 CrCIos Of log,44"I W*.* I

Most -. ,12 .e.s,, ..... €;,P C.04components (real numbers). Figure 14(b) shows
,o,. 206. 20a Maoe,. .. ,.v..Aj excellent agreement between the FD-TD results0 JAOM •I As Abfe., 90t Wr,t W.""ýC~4l~

(eo. c.... ,q.c and measurements of the monostatic RCS vs. look
angle performed in the anechoic chamber facility
operated by SRI International. The observed

* so agreement is within about I dB and 1V of look
1 angle. As will be seen next, this level of agreement

is maintained for more complicated targets having
comer redcw propertie,.

0o

5.3. T.shaped conducting target, multiple
monostatic looks [14, 20]

ec
• 4 We last consider the monostatic RCS pattern of

a T.shaped target comprised of two flat conducting
. 1 ' plates electrically bonded together. The main plate

has the dimensions 30 cm x 10 cm x 0.33 cm, and
.. the bisecting fin has the dimensions 10cm x

10 cm x 0.33 cm? The illumination is a 9.0 GHz
plane wave at 0* elevation angle and TE polariz-
"ation relative to the main plate. Thus, the main

-' r,' ,,,,, ,,,r~f" ,, ,plate spans 9.0 wavelengths. Note that look-angle
-ll•* ]clots Of xnidkml 00.e)

• ,. azimuths between 90° and 1800 provide substantial•J ~ 10 - (ISO ' Trmdf~d 0 010.62 f~ Pel r CoM4

-,o0', Fact, -02 ,,,,#a t"Ins Lwsrcomer reflector physics, in addition to the edge6 69010 * (32 "r0~$ t hat¢Oe Pot C.00IFaOtM 20S. OMO0me 0*SV9.*) diffraction, corner diffraction, and other effects

found for an isolated flat plate.

For this target, the FD-TD model uses a uniform
cell size of 0.3125cm (Ao/10.667). forming the
main plate by 32 x 96 x I cells and the bisecting fin

Fig. 13. Comparison of FD-TD and frequency-domain surface e by 32 x 9 x I cells With the bscngafi
electric field integral equation results for surface electric current by 32x32x I cells. With the radiation boundary
distnbution along the ti-plane locus, a-. of the 40 s - 2 metal again located only 8 cells from the target's

.ube: (a) magnitude; (b) phase (13). maximum surface extensions, the overall lattice
size is 48 x 112 x 48, containing 1,548,288 unknown
field components (212.6 cubic wavelengths). Start-If we follow the convergence guidelines discussed ing with zero-field initial conditions, 661 time stepsabove, the plate would require approximately 50 × n ihzr~cl ntalcniin,61tm tp
are used, equivalent to 31 cycles of the incident

15 x I divisions to properly converge, yielding a
total of 3260 triangular surface patches, and requir- wave at 94QH2.

ing the generation and inversion of a 4890x4890 Figure 15 compares the FD-TD predicted
ing he eneatio an inersin o a 890monostatic RCS values at 32 key look angles

complex-valued system matrix. On the other hand, between RC and 1 th men prormed
FD-TD remains feasible for the plate at 9 GHz. bewn0'adIOwihm sumntprfmdChoFD.TD a rem insofeasiblelforie plate at392by SRI International. These look angles are selec-
Choosing a uniform cell size of 0.3125 cm

(A0! 10.667), the plate is formed by 96 x 32 x 2 cells. 2 The center line of the "'bisecting" fin is actually positioned

With the radiation boundary again located only 8 0.37 cm to the right of the center line of the main plate. This

cells from the plate surface, the overall lattice size is accounted for in the FD-TD model.
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2 0-II

-so

F0g0 1 .: 0. to. I.Z, 20.

Fi.14. Validation of FD-TD results for the monostatic radar cross section of a rectangular, flat conducting plate: I a) versus
frequency-domain surface electric fcied integral equation results at I GHz (plate size - I x Iwiavelengths); (b) versus anechoic

chamber measurements at 9 0hz (plate size -9 x3 wavelengths) [14, 20].
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Fig. 15. Comparison of FD-TD modeling predictions with anechoic chamber measurements or monostatic radar cross section ror
a T-shaped conducting target at 9 Gh-z ttarge span -9 x 3 3 wavelengthsl) (14, 20 .

A4 8



A Ta./ove / Fi,,e-difference time.domain method 567

ted to define the major peaks and nulls of the it is important to understand how subcell gaps can

monostatic RCS pattern. It is seen that the agree- be efficiently modeled.

ment is again excellent; in amplitude, within about Three different types of FD-TD subcell models

I dB over a total RCS-pattern dynamic range of have been proposed and examined for modeling

40 dB; and in azimuth, within 1° in locating the narrow slots and joints:

peaks and nulls of the RCS pattern. Note especially (I) Equivalent slot loading [29]. Here, rules are

the fine agreement for look.angle azimuths greater set to define an equivalent permittivity and permea-
than 9W, where there is a pronounced corner reflec- bility in a slot formed by a single-cell gap to

tor effect. effectively narrow the gap to the desired degree.
(2) Subgridding [30]. Here, the region within

the slot or joint is provided with a sufficiently fine

grid. This grid is properly connected to the coarser

6. FD-TD modeling validatioms for grid outside of the slot.

electrosagetic wae peurtlrlaiom and coupling, (3) Faraday's Law contour path model

two and three dlmenslots (31]. Here, space cells adjacent to and within the

slot or joint are deformed to conform with the

surface locus (in a manner similar to the conformal
6..Penetration thodelscfrenarw scurved surface model). Slightly .modified. time-

stepping expressions for the magnetic field corn-

The physics of electromagnetic wave trans- ponents in these cells are derived from the integral
mission through narrow slots and lapped joints in form of Faraday's Law implemented about the

shielded enclosures must be accurately understood perimeters of the deformed cells.
to permit good engineering design of equipment The accuracy of the Faraday's Law contour path

to meet specifications for performance concerning model for narrow slots and joints is illustrated in

electromagnetic pulse, lightning, high-power Figs. 16 and 17 by direct comparison of the corn-
microwaves, electromagnetic interference and puted gap electric field distribution against high-

compatibility, undesired radiated sig'als. and resolution numerical benchmarks. Figure 16

RCS. In many cases, slots and joints can have very models a 0.1 wavelength thick conducting screen

narrow gaps filled by air, oxidation films, or layers which extends 0.5 wavelength to each side of a

ofanodization.Joints can be simple(say, two metal straight slot which has a gap of 0.025 wavelength.

sheets butted together); more complex (a lapped Broadside TE illumination is assumed. Three types

or "furniture" joint); or even more complex (a of predictive data are compared: (I) the low-resol.
threaded screw-type connection with random ution (0.1 Ao) FD-TD model using the contour

points of metal-to-metal contact, depending upon path approach to treat the slot as a ,i-cell gap; '2)
the tightening). Extra complications arise from the a high-resolution (0.025 Ao) FD-TD model treating

possibility of electromagnetic resonances within the slot as a 1-cell gap; and (3) a very-high-resol-
the joint, either in the transverse or longitudinal ution frequency-domain EFIE model, solved via

(depth) direction. MOM (having 0.0025 A0 sampling in the slot)

Clearly, to make any headway with this compli. which treats the slotted screen as a pure scattering
cated group of problems using the FD-TD geometry. From Fig. 16, we see that there is excel-

approach, it is necessary to develop and validate lent agreement between all three sets of predictive

FD-TD models which can simulate the geometric data in both magnitude and phase. Of particular

features of generic slots and joints. Since a key interest is the ability of the low-resolution FD-TD

geometric feature is likely to be the narrow gap of model, using the contour path approach, to accur-

the slot or joint relative to one FD-TD space cell, ately compute the peak electric field in the siot.
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30T and width of 3 wavelengths. Figure 18 compares
T the gap electric field distribution within the joint

4-- as computed by: (1) a low-resolution (0.09 Ao)
contour path FD-TD model treating the gap as

L 1 0.28 cell; and (2) a high-resolution (0.025 Ao) FD-
, •TD model treating the gap as 1 cell. The total path

length A within the lapped joint is
01 "adjusted to equal 0.45 wavelength, which provides

--- a sharp aoweT transmission peak to the shadow
,,U,,@IX~u. I 1 ? •,0,K,(, side of the screen. From Fig. 18, we see a very

(.l good agreement between the low, and high-resol-
ution FD-TD models, even though this is a numeri.

cally stressful resonant penetration case.
An implication of these results is that coarse

a,. (0. 1 A0) FD-TD gridding can be effectively used to
P-"/ model the fine-grained physics of wave penetration

through subcell slots and joints if simple algorithm
modifications are made in accordance with the
contour path approach. This can substantially

4C, 0reduce computer resource requirements and cod.
b) ing complexity for FD-TD models of complex

Fig. 16. Comparison of FD.TD and frequency-domain surface structures, without sacrificing appreciable
electric fheld integral equation mults for the gap electric field
distribution in a sloted conducting sc. en, straicrhn slo case,el

TE illumination: (*a magnitude; (bW phase (31].

Figure 17 shows the geometry of a U-shaped 0

lapped joint which was selected for detailed study to
of path-length (depth) power transmission reso-

of the overall joint path length without aisturbing

the positions of the input and output ports at A
and F. A uniform gap of 0.025 wavelength is ............... . _-..
assumed, as is a screen thickness of 0.3 wavelength o A a c 0A I C i~o) 0 I

-h1- OS4 5 -180 -| DO -t'040055,A,*•

-*-0211h Is -so w
F- - f

NC A i9 2

I A 8 C 0 t[ £

aH'1,, 9 HFig. 18. FD.TD computed Sap electric field distribution within
Fig. 17 Geometry of U-shaped lapped joint in a conducting the lapped joint at the fint transmission resonance: (a)

screen, TE illumination (shown to scaieW [31]. ,E,.,P'E.,,,. (b) L E,.,,'H.tA) (31].
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6.2. Coupling models for wires and wire bundles 14 /

12 filgraU sOw?.0 (( hAC~T
In equipment design for threats represented by a o-to - . /no,.l-.....

electromagnetic pulse. hiah-power microwaves. 1.3,.

and electromagnetic interference, understanding l* o0 a

electromagnetic wave coupling to wires and cable o
bundles located within shielding enclosures is a o 04

problem that is complementary to that of wave 04 P -

penetration through apertures of the shield (such
as narrow slots and joints). Similar to the narrow 0.2

slot problem, a key dimension of the interacting 0
structure, in this case the wire or bundle diameter, aia
may be small relative to one FD-TD space cell. Wire rodows, in wavelengttlt

Thus, it is important to understand how thin. sub-
cell. wires and bundles can be efficiently modeled
if FD-TD is to have much application to coupling 20 - mom I( X.40 'sw,,.,,

problems. 0 ,o .61o"00.
Two different types of FD-TD subcell models 44 9,1"*

have been proposed and examined for modeling ,5
thin wires:

(1) Equivalent inductance (32]. Here, an ', -
equivalent inductance is defined for a wire within
a space cell, permitting a lumped-circuit model of - 0

the wire to be set up and computed in parallel with 0s
the field solution.

(2) Faraday's Law contour path model (21]. e 0/

Here, space cells adjacent to the wire are deformed o0 o
to conform with the surface locus tin a manner Coe,,

similar to the conformal curved surface model). poshibon along hell dipole

I/P singularities of the azimuthal magnetic field 161
Fig. 19. Validation studies for the Faraday's Law contour pathand radial electric field are assumed to exist within FD-TD model (or thin wires in free space: (a) comparison of

the deformed cells. Slightly modified time.stepping FD-TD and exact solutions for the scattered uimuthal mag.
expressions for the azimuthal magnetic field com- nuuic field at a flied distance of 1/20 wavelength from the center
ponents in these cells are derived from the integral of an infinitely long wire (as a function of wire radius); (b)comparison of FD-TD and MOM results for the scattered
form of Faraday's Law implemented around the azimuthal mepgetic field distribution along a 2.0 wavelength

perimeter of the deformed cells. (aoniresonant) wife of radius 1/300 wavelength (21].
The accuracy of the Faraday's Law contour path

model for thin wires in free space is illustrated in the low-resolution (0.1 Ao) FD-TD contour path
Figs. 19(a) and 19(b). Figure 19(a) graphs the model over the entire 3-decade range of wire
scattered azimuthal magnetic field at a fixed dist- radius. Figure 19(b) graphs the scattered azimuthal
ance of 1/20 wavelength from the center of an magnetic field distribution along a 2.0 wavelength
infinitely long wire having a radius ranging (antiresonant) wire of radius 1/300 wavelength.
between 1/30,000and 1/30 wavelength. TM illumi- Broadside TM illumination is assumed, and the
nation is assumed. We see that there is excellent field is observed at a fixed distance of 1/20
agreement between the exact series solution and wavelength from the wire center. We see that there
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Fig. 20. Companson or hybrid FD-TD/ MOM modeling predictions with direct frequency-domain electric field integral equation
results for induced currents on a wire bundle [21).

is excellent agreement between a frequency- wire having varying equivalent radius correspond.
domain EFIE (MOM) solution sampling the wire ing to the three sections along the bundle axis. The
current at 1/60 wavelength increments, and the physics of the single wire of varying equivalent
low-resolution (0.1 Ao) FD-TD contour path radius is incorporated in a low-resolution (0.1 A,)
model. FD.TD contour path model, as discussed above.

The FD-TD contour path model can be extended The FD-TD model is then run to obtain the tangen-
to treat thin wire bundles, as well as single wires. tial E and H fields at a virtual surface conveniently
Figure 20 shows the code-to-code validation results located at the cell boundary containing the
for the induced currents on a bundle comprised equivalent wire (shown as a dashed line in Fig.
of 4 wires, where 3 are of equal length. Here, a 20). These fields are then utilized as excitation to
wire of length 60 cm (2.0 wavelengths) is assumed obtain the currents induced on the individual wires
to be at the center of the bundle, and three parallel of the original bundle. This last step is performed
wiresofrlength3Ocm(1.0wavelength)areassumed by setting up an EFIE and solving via MOM.
to be located at 120" angular separations on a Figure 20 shows on excellent correspondence
concentric circle of radius 5 mm (1/60 between the results of the hybrid FD-TD/MOM
wavelength). The radii of all wires in the bundle procedure described above and the usual direct
are equal and set to I mm (1/300 wavelength). The EFIE (MOM) solution for the induced current
assumed excitation is in free space, provided by a distribution on each wire of the bundle.
I GHz broadside TM plane wave. Following the The hybrid FD-TD/ MOM procedure for model-
technique of(21], the bundle is replaced by a single ing thin wire bundles is most useful when the
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S.-O2m- modeled wire load current for both test cases. The

two-wire test proved to be especially challenging
since the observed Q factor of the coupling
response (center frequency divided by the half-

power bandwidth) is quite high, about 75. Indeed,
pl.g• I it is found that the FD-TD code has to be stepped

"v -• through as many as 80 cycles to approximately

reach the sinusoidal steady state for illumination
6 frequencies near the resonant peak (21 ). However,L0' GROUNO PLtNE substantially fewer cycles of time-stepping are

tMEASURMENT needed away from the resonance, as indicated in

SYSTEM the figure.

S,~ Cavity weil
PLANE WAVE',,_ -

7. Use of FD-TD for modeling very complex
Fill. 21. Geometry of the cylindrical metal shielding enclosure three-dimensional structures

and internal wire or wire-pair [211.

bundle is located within a shielding enclosure. Two characteristics of FD-TD cause it to be very

promising for numerical modeling of electromag-Figues 1 an 22showthegeomtryand est netic wave interactions with very complex objects:
results for such a model involving the variation of nei wie ractions weryeomlexmobjects:
induced load current with illumination frequency specified independently for each electric and mag-
for a single wire and a wire-pair located at the netic field vector component in the three-
center of a cylindrical metal enclosure. The dimensional volume being modeled. Since there
enclosure is 1.0 m high, 0.2 m in diameter, and
referenced to a large metal ground plane. Approxi- may be tens of millions of such vector components

in large FD-TD models, inhomogeneous media of
mate plane wave illumination is provided by an

electrically-large conical monopole referenced to enormous complexity can be specified in principle.

the same ground plane. Wave penetration into the (2) The required computer resources for this type
of the enclosure is through a circumferen- of detailed volumetric modeling are dimensionallyinteiorlow, only of order N, where N is the number of"

tial slot aperture (12.5 cm arc length, 1.25 cm gap)

at the ground plane. For the cases studied, an space cells in the FD-TD lattice.

internal shorting plug is located 40 cm above the The emergence of supercomputers has recently
ground plane. For the single-wire test, a wire of permitted FD.TD to be seriously applied to a

grond lan. Fr te snge-wre est a ireof number of very complex electromagnetic wave
length 30cm and radius 0.495 mm is centered

within the interior and connected to the ground interaction problems. Two of these will now be

plane with a lumped SO-ohm load. For the wire- briefly reviewed.

pair test, parallel wires of these dimensions are
located I cm apart, with one wire shorted to the 7.1. UHF e te
ground plane and the other connected to the
ground plane with a lumped 50-ohm load. All Here, FD-TD is ap: ied to model the penetra-
resul's are normalized to a I V/m incident wave tion of an axially incident 300 MHz plane wave
electri: field, into a metal-coated missile guidance section. The

From Fig. 22, we see that there is a good corre- FD-TD model, shown in Fig. 23, contains the
spondence between the measured and numerically following elements: (I) magnesium fluoride
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0.8

Hybrid FO-TD / MM with

OX - 1.2144 cm; data at

06 15 cycles below 1.1 OHz.

30 cycles above 1.1 GNZ

† † † Maxi~mu
S...0.4 ,Expereental (a)S0.4 end•

UP data
V ....... MinimumI

0o.2

0.8 0.41 1.0 It I.Z

Frequency (GHz)

0.8 0
Hybrid FO-TO/ MOM with

OX * 1.23 cm; data at

"(D 30 cycles except atI 0.6 1.141 GNz and 1.1S GHz.

where data is at 80 cycles

.0.4 Wires' plane (b)
parallel to k i xperlmntal

Wires' plane }data.
normal t

0.2

00 wi9I h.e0 l.d ig.0

Frequency (GHz)

Fil. 22. Comparison of hybrid FD-TD/MOM modeling predictions with experimental data for induced load current: (a) single
wire in shielding enclosure; (b) wire pair in shielding e.xclosure (21].

infrared dome; (2) circular nose aperture; (3) cir- backplane; and (9) longitudinal metal support
cumferential sleeve-fitting aperture 23 cm aft rods. The fiberglass structure of the nose cone and
(loaded with fiberglass); (4) head.coil assembly, its metalization are approximated in a stepped-
(5) cooled detector unit with enclosing phenolic surface manner, as is the infrared dome.
ring; (6) pre-amp can; (7) wire bundle connecting For this szructure, the FD-TD model uses a
the detector unit to the pre-amp can; (8) wire uniform cell size of Icm (Ao/300), with an over-
bundle connecting the pre-amp can to the metal all lattice size of 24 x 100x48 cells containing
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ala e ckplane ut p e aralwtan acpaia.ln, baekpice.

phoetlic cup phat•olLc cup

2a r gap $ air s op s

vil

fiberglass aces

I al nvas costinig Mae gefl.

' I

Wf~~ -NW oo

*!

I bead-o beatcoi

a0 wapirer a

- inefo-red doue I ifra-e• do..4

I ' 2 0 * 4 gbl , 2 0 m

(a) (b)

Fill. 23I FD.TD model of (he missile seeker section. showingl comoonens maanlris: (a,) at the 'vertieal symmetry plane; (b) ac the
1.orzonal observatcasvrt plane (6. 33].

"• ~690,O00 unknown field components. (A single sym- plane are paralleled by high-level magnetic field

metry plane is used, giving an effective lattice size contours (Fig. 24(b)). This is indicative otfsubstan-
of 48x 100x48.) The model is run for 1800 time tial, uniform current flow along each bundle. Such

steps, equivalent to 3.0 cycles of the incident wave current flow would generate locally a magnetic
at 3p00 MHz. field looping around the wire bundle which, when

* Figure 24 plots contour maps of' the FD-TD "'cut" by the symmetry plane, shows up as parallel

computed field vector components at the symmetry field contours spaced equally on each side of the

plane of the model. An important observation is bundle. Using a simple Ampere's Law argument,

that the simulated wire bundles connecting the the common.mode bundle currents can be calcu-

cooled detector unit, pre-amp can, and metal back. lated, thus obtaining a key transfer function

@
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between free-field incident UHF plane wave power at 100 MHz. These c -ntour maps illustrate the high

density and coupled wire currents (33]. As stated level of detail of local features of the SARdistribu-

e-.rlier, this information is useful for studies of tion that is pr~siole via FD-TD modeling for highly
vulnerability of electronic systems to upset due to realistic ti,sue models.
both natural and man-made electromagnetic
phenomena.

Although this missile seeker model was com-
posed to demonstrate the capability of FD.CD to 8. FD-TD microstrip and microwave circuit models

map fields penetrating into a complex structure
having multiple apertures and realistic interai' Recently, FD-TD modeling has been extended

engineering details, it should be understood that to provide detailed characterizations of micro-

the full bistatic radar cross section pattern of the strips, resonators, finlines, a. two-dimensional

structure is available as abyproduct with virtually microwave circuits. In (36], FD-TD is used to

no additional eFort. Further, w.th the 13 cm space calculate the dispersive characteristics of a typical

resolution used, the FD-TD radar cross section microstrip on a gallium arsenide substrate. A

model would be useful up to 9 GHz. Gaussian pulse excitation is used, and the effective
dielectric constant and characteristic impedance
vs. frequency is efficiently obtained over a broad

UHFflequencies [-4, 35u frequency range via Fourier' ransform of the time.
domain field response.

Here. FD-TD is applied to model the penetra- In (37], FD-TD is first used to obtain resonant

tion of plane waves at VH md UHF frequencies frequencies of several three-dimensional cavities
into the entire human body. Directly exploiting loaded by dielectric blocks. Next, the resonant

the ability of FD-TD to model media frequency of a finline cavity is computed. Last. the

inhomogeneities down to the space-cell level, resonar' frequencies o" a microstrip cavity on

highly realistic three-dimcnsional FD-TD tissue anisotropic substrate are obtained, and the disper-
models of the complete body have been construc- sion characteristics of the microstrip used in the
ted. Specific electrical parameters are assigned to cavity are calculated. FD-TD modeling results are
each of the electric field vector components at the compared primarily to those obtained using the

16,000 to 40,000 space cells comprising the body transmission line matrix (TLM) approach, and the
model. Assignments are based upon detailed cross- two methods are found to give practically the same
section tissue maps of the body (as obtained via results. (See also the paper by Jhrs in this issue
cadaver studies available in the medical literature). (pp. 597-610].)
and cataloged measurements of tissue dielectric In (38], a modified version of FD-TD is presen-
properties. Uniform FD-TD space resolutions as ted which provides ce.'.ral-difference time-step-
fine as 1.3 cm throughout the entire human body ping expression, for distributions of voltage and
have proven feasible with the Cray-2. surface current density along arbitrary-shaped

Figure 25, taken from (35], shows the FD-TD two-dimensional microwave circuits. This
computed contour maps of the specific absorption approach is quite different from that of [36, 37],
rate (SAR) distribution along horizontal cuts which utilize the original volumetric field sampling

through the head and liver of the three- concept for FD-TD. As a result, the r,,ethod of
dimensional inhomogeneous man model. In Fig. [33) requires fewer unknowns to be solved, and
25(a), the incident wave has a power density of avoids the need lor a radiation boundary condi-
I mW/cm2 at 350 Mhz, while in Fig. 25(b). the tion. However, an auxiliary condition is required
incident wave has the same power density but is to describe the loading effects of the friiiging fields
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at .e edges of the microstrip conducting paths. using a single FD-TD run for an appropriate pulse

Figure 26, taken from (38], shows the FD.TD excitation, followed by Fourier transformation of

computed S-parameter, IS 2,1, as a function of the desired response time-domain waveform. From

frequency for a two-port microstrip ring circuit. Fig. 26, we see good agreement of the predicted
The ring circuit, gridded as shown in the figure, and measured circuit response over the 2-12 GHz
has an inner radius of 4 mm, outer radius of 7 mm, frequency band and a dynamic range of about

substrate relative permittivity of 10 and relative 30 dB. Reference (38] concludes that the applica-
permeability of 0.93 (simulating duroid), and is tion of its FD-TD approach to arbitrarily-shaped
connected to two 50-ohm lines making a 90* angle. microutifp circuits is encouraging, but more work
The broadband response of the circuit is obtained is needed to determine the modeling limitations,

I

| 4 6 1 2 I f (GNZ)

pW

(a)

Figl. 26. Comparison of FD.TD modeling predictions with measurerments of 15,J for a two-port microstrnp ringl circuit: (a) geometry
and Sindding or microsinp circuit; (b) comparative results over 2- 12 GHz f .39).
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especially at higher frequencies where media dis- .

persion can become important.

9. FD-TD Inverse scattering reconstructions In :

one and two dimenslons 0 o C Icnt

-.m60 f 0 01, 2)

Initial work has demonstrated the possibility of .
accurately reconstructing one-dimensional profiles
of permittivity and conductivity (39], and the shape • .

and dielectric compositions of two-dimensional 0 1, 4

targets [40, 41] from minimal scattered field pulse
response data. The general approach involves set-
ting up a numerical feedback loop which uses a
one- or two-dimensional FD-TD code as a for- ..... n.- ,w •,•,. . . ....
ward-scattering element, and a specially construc- Fig. 27. Application of the FD-TD.-feedback strategy to recon-

ted non-linear optimization code as the feedback struct a one-dimensional "sawbooth" vanation of elecmncal
element. FD.TD generates a test pulse response permittivity and conductivity in the absence of noise [391.
for a trial layering or target shape/composition.
The test pulse is compared to the measured pulse,
and an error signal is developed. Working on this layered medium in the absence of noise. Both the

error signal, the nonlinear optimization element electrical per-mittivity and conductivity of the
perturbs the trial layering or target shape/composi- medium vary in a "sawtooth" manner with depth.
tion in a manner to drive down the error. Upon The curves show simulated measured data for the
repeated iterations, the proposed layering or target reflected pulse for three cases defined by the peak
ideally converges to the actual one, a strategy values of the conductivity (0.001 S/m, 0.01 S/rn.
similar to that of (42]. and 0.1 S/m) and the corresponding spatially coin-

The advantage of working in the time domain cident peak values of retative permittivity (3, 2,
is that a layered medium or target shape can be and 4) of the medium. In each case, the incident
reconstructed sequentially in time as the wavefront pulse is assumed to be half-sinusoid spanning
of the incident pulse sweeps through, taking advan- 50 cm between zero crossings. Noting that the dark
tage of causality. This reduces the complexity of dots superimposed on the "'sawtooth'" represent
reconstruction since only a portion of the layering the reconstructed values of permittivity and con-
or target shape is being generated at each iteration. ductivity, we see that the basic FD-TD feedback
Advar.ced strategies for reconstruction in the pres- strategy is quite successful in the absence of noise
ence of additive noise may involve the use of (39).
prediction/correction, where the trial layer or Figure 28 shows the application of the FD-TD
target shape is considered to be a predictor of the feedback strategy to reconstruct a two-dimensional
actual case, whieh is subsequently corrected by lossy dielectric target. The target is a 30 cm x 30 cm

• :tion of the entire layered medium or target square cylinder having a uniform conductivity of
shape using 0.e complete scattered pulse 0.01 S/m, and a tent-like relative permittivity
waveform, profile which starts at 2.0 at the front and left sides

Figure 27 shows the application of the basic and increases linearly to a peak value of 4.0 at the
FD-TD feedback strategy to a one-dimensional back corner on the right side. These profiles are
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* 4.0

2.0 ,-~..0.01 0.01 S/a

2.0 0.0
1/Relative Cofductiv I ty

V PeUittivity C

Exact profiles

Average error Average error

1.3h

Wetvs Conductivt

Reconistructed Profiles -40 A SIN

Average error .Average error
10.41

0R - eative Cnductivity
eittivity V 1
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Fil. 28. Application of the FD.TID/feedback strategy to reconstruct a two-dimenuional losy dielectric target in the presence or
noiSe '4IJ.

illustrated in a perspective manner at the top of reconstructions, the target shape and location is
Fig. 28. The target is assumed to be illuminated assumed to be known.
by a TIM polarized plane wave that is directed From Fig. 28, we see that for a signal/ noise ratio
toward the front of the target (as visualized at the of 40 dD, the average error in the reconstructed

0top of Fig. 28). The incident waveform is a 3-cycle permnittivity and conductivity profiles is- 1.5% and
sinusoidal tone burst having a 60 MHz carrier 2.3% respectively. If the signal/noise ratio is
frequency. For the reconstruction, the only data reduced to NOd, the average errors increase to
utilized is the time-domain waverorm of the scat- 6.9% and 10.4%.a respectively (41]. Research is
tered electric field as observed at two points. These ongoing to determine means of improving the noise

*points are located I m from the front of thc target, performance, especially using predictor/corrector
and are positioned 15 cm to either side of the target techniques briefly discussed earlier. Given the rela-
center line. To simulate measured data, the FD-TD tively small amount of scattered field data utilized,
computed scattered field waveforms are contami- the FD-TD feedback strategy appears promising
nated with additive Gaussian noise. In all of the for future development.
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10. Very large-scale computer sortware routine engineering usage of FD-TD for modeling0

The D-T metod s nturaly uitd fo lage- electromagnetic wave interactions with electri-
The D.T metod s nturaly uitd to lage. cally-large structures by 1995.

scale processing by state-of-the-art vector super. An interesting prospect that has recently arisen
computers and concurrent processors. This is is the reduction of the 0(N) computational burden
because essentially all of the arithmetic operations of FD-TD to 0(N"'). This possibility is a con-
involved in a typical FD-TD run can be vectorized sequence of the appearance of the Connection
or cast into a highly concurrent format. Further, Machine (CM), which has tens of thousands of
the 0(N) demand for computer memory and clock simple processors and associated memories
cycles (where N is the number of lattice space arranged in a highly efficient manner for processor-
cells) is dimensionally low, and permits three- to-processor communication. With the CM, a
dimensional FD-TD models of structures spanning single processor could be assigned to store and0
50-100 A0 to be anticipated by the early 1990s. time-step a single row of vector field components

TabletI in a three-dimensional FD.TD space lattice. For
Comnput~ation times example, 1.5 -106 processors woiuld be sufficient

to store the 6 Cartesian components of E and H
10-wavelength model for each of the 500 x 500 rows of a cubic lattice

Machine present FD-TD code spanning 50 A0 (assuming 10 cells/A0 resolution).

VAX 11/790 (no floating-point 40.0 h FD-TD time-stepping would be performed via row
accelerator) operations mapped onto the individual CM pro-

Cray-2 (single processor, using 12.0 mi cessors. These row operations would be performed
the VAX Fonran)

Cray-? (single processor, sonme 3.0 min concurrently. Thus, for a fixed number of time
code optimization) steps, the total running time would be proportional

Cray-2 (four processors, some I min (est.) to the time needed to perform a single row
code optimization)

True 10ORop machine 2 sec (eat.) operation, which in turn would be proportional to
the number of field vector components in the row,

1.55 I0V unknown field vector corponenu,661 iimesteps or 0(N"').
(T-shaped target). The complete bistatic RCS pattern is FrteS 0 cbclatc oe bvti
obtained for a single illumination angle at a single frequency. Foth 0Acuilaientdabvhs
Times are increased by 50%-100%. if an impulsive illumi- would imply a dimensional reduction of the com-
nation/Fourier transform is used to obtain the'bistatic RCS putational burden from 0(5(003) to 0(500), a
pattern at a multiplicity of frequencies within the spectrum of tremendous benefit. As a result, it is conceivable

the mpuliveilluina~on.that a suitably scaled CM could model one illumi-
Let us now consider computation times of pres- nation angle of a 50 A0 three-dimensional structure

ent FD-TD codes. Table 1 lists computation times in only a few seconds, achieving effective floating-
(derived either from benchmark runs or based on point rates in the order or 100 Gflops. For this
analysts' estimates) for modeling one illumination reason, FD-TO software development for the CM
angle of a 10 A0 three-dimensional structure using is a promising area of research for developing
the present FD-TD code. Note that the fourth ultralarge numerical models of electro-'iagnetic
computing system listed in the table is a wave interactions with complex structures.
hypothetical next-generation machine operafing at
an average rate of 10 Oflops. This capability is 11. Conclusion
generally expected to be available in the early
1990s. This paper has reviewed the basic formulation

From Table 1, it is fairly clear that steadily of the FD-TD numerical modeling approach for
advancing supercomputer technology will permit Maxwell's equations. A number of two- and three-
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Electromagnetic Wave Scattering

* from Moving Surfaces in' One
and Two Dimensions
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Abswee-Tbe eletromaatmi wa v- Witstefias Pret~iftS Of. 0 no- Difficulties arise when attempting such analyses for general
ia$. Pirfecdy so"adacill Winle aft asahzed saANa -W namerkca wit- two. or three-dimensional scartemers. since closed-form solu-
m143e buWe oosbte flae-iffewwoc dine domtala fFD-TD) melbed. Thi tions cannot be obtained when the scatterer shape, compo-

* numerical technique is u~que Is hat It does am4 require a sysiost..f ndsrfc vbato
orsid *loo Uw eshohja is ~at h woSma gtsaolviooto pOwobiss di- sition. translation, adsrcevbtinare arbitrary. Yet.

rwsty i I. he bboraoy from.* FIrs. Iwo aouiiicall 60ae111logsgw cas such general problems arise as more detailed4 information is
arit eeeald"rud the waifotuly movies sod ON. ..itonmy "ibratig mIrm. required concerning microwave interactions with moving or
Nosserical ftslts for the scattered field specitru aft toopare to 2`0i1- oscillating charged particle beams of finite cross section.
amn agalytical Moslls. &ad san eancoet Agreemenst is desosarsted. The This paper introduces a purely numerical approach for
obilty of the FD.TD mode to obtail the libysIC of Me moeln satei b eltiitialymoin erecl cn
effect (for t6e umifeim Lrnesistioi coe). andl FM-ike ftfleeteld spectrums moeigcatrnbyelivtcymvngpfclyo-
(for dhe unifoni irmd canm) ies)L blghiigted. Secon. 1t, imetod is ducting bodies based upon the finite-difference time-domain

* ewseaded to two-dlsriionen oee her a pi..o wavesat obtiqelaieac Is onma (FD-TD) method (121-[24). This approach uses no system
so Isfinite 46tsatil mairor is coasdedo. A good arestwithl Pll tranaformation a&d gives the solution directly in the labo-
fishe rmlta La dessostslod for this case. This mew sppoach bised * a orfam.ttedtildte-min oeig
MID-T provies a p esdally saonig too# to noumerk-ally sote a voariey raoyfae texploitsthdealdim-o in oeig

of prNeiks involviaig moving and vibratin scattarorsabwhreo alsoternativ characteristics of FD-TD. and has the potential to permit
aasslyuea or aumericall a*o aseas ang " tvak o computation of accurate solutions for moving/vibrating rigid

body problems of substantially more complexity than exist-
1. ImTRoDucTiON ing analytical approaches. The work presented here includes

'THE ANALYTICAL THEORY of electromagnetic wave derivation of the necessary modifications of FD-TD for the
Iscattering by moving bodies has been developed prin- relativistic body case. and validations for uniform translation

cipally for canonical one-, two-, and three-dimensional stnauc- and vibration in one and two dimensions against existing &A-
cures (IJ1. (2). (3]. Canon"ca problems considered include pia- alytical theory. The ability of the FD-TD model to obtain the
nat conducting and dielectric interfaces in uniform translation physics of the double-Doppler effect (for uniform translation).

*or vibration 141, uniformly moving random rough surfaces and FM-like reflected spectrum (for vibration), will be high-
(3), uniformly moving or vibrating cylindrical and spherical lighte. A subsequent paper will addresa, the extension of the
shapes (6), (71, (8), and simple rotating shapes (91. Motivation new approach to treat convex, conducting, two-dimensional
for pursuing such analyses has been provided in part by re- bodies subject to uniform relativistic translation and/or vibra-
search in the generation of millimeter and submillimeter waves lion.
using the interaction of microwaves with relativistically mov- The present paper is organized as follows. S&-tion 1I briefly

*ing ionization (plasma) fronts or electron beam fronts (l01, summarizes the background of the basic FD-TD method, and
fill. then describes the basis and FD-TD numerical implementa-

Existing analytical theory in this area models the physics tion of the required relativistic electromagnetic field boundary
of a reflecting surface in uniform translation or vibration by conditions. Section 01 discusses validation studies for the uni-
employing system transformations where the surface is at rest. formly moving mirror in one dimension. Section IV discusses

Manscrptrecive Nvemer ,186.tivisd My . 183.Th; wrk validation studies for the uniformly vibrating mirror also in
wase supported in We by Notional Science Fouridation Omani ECS.55 15777. n ieso.ScinVpcet w-iesoa ~
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curl equations using finite differences [12). now designated i." (D2 -Dt) = (1 (ib)
as the finite-difference time domain method. With this ap- d, X R + (it- - - 5 , (c)
proach. the continuous electromagnetic field in a finite vol- - +-
ume of space is sampled at discrete points in a space lattice till (B, - 9,) = 0 (ld)
and at discrete points in time. Wave propagation, scattering,
and penetration phenomena are modeled in a self-consistent where if,. D,. H,, and B, are, respectively, the electric field.
manner by marching in time. that is. repeatedly implementing electric flux density, magnetic field, and magnetic flux density
the finite-difference analog of the curl equations at each lat- in medium I and 2; ,o, and .7, denote the surface-charge and
tice point. This results in a simulation of the continuous actual current densities. 0" is the velocity of the moving interface
waves and sampled-data numerical analogs propagating in a (assumed to be uniform), and t,, is the unit vector normal to
data space stored in a computer. Space and time sampling in- the interface.
crements are selected to avoid aliasing of the continuous field It is important to note from (I) that a scanerer motion trans-
distribution, and to guarantee stability of the time-marching verse to the surface plane (perpendicular to the surface nor-
algorithm 113). Time marching is completed when the desired mal) results in boundary conditions similar to that of a fixed
steady-state field behavior is observed, object, simply because the term t;,, • i,, is now equal to 0.

The basic FD-TD method permits the modeling of electro- It should further be noted that (I) implies that the tangen-
magnetic wave interactions with a level of detail comparable tial E-field at the surface of a perfectly conducting moving
to that of the widely used method of moments [251. Further, boundary can be finite. However. this does not result in an
its explicit nature leads to overall computer storage and run- infinite surface current density because the usual expression.
ning time requirements that are linearly proportional to N. the .7 = of. for current density in a material of conductivity a
number of field unknowns in the finite volume of space being is no longer valid. Instead, for a uniformly moving obiact.
modeled. These two attributes permit FD-TD to provide de- the total induced current is the result of a conduction current
tailed numerical models of wave interactions with structures plus an extra term. Defining ý3 as the ratio v/c. c being the
having volumetric complexity. such as biological tissues [141 velocity of light in free space, the total current is given by
and loaded cavities (1I), [16).

For the present work. it has been necessary to modify the ,7 = + V. x 1) (2)
basic FD-TD formulation to model moving, perfectly con- -Vl -02

ducting. scatterers. The most simple. "brute-force" approach where, for a perfect conductor, f + IT x B= 0 from (I);
would be to simply let the scatterer occupy slightly different and therefore the surface current density 7, remains finite. In
positions in the space lattice at each time step. This Corre- many references, only small velocities are considered and the
sponds to the quasi-steady-state method (4], which hat been term $2 is neglected compared to 1.
adopted in certain analytical solution approaches. Although In the derivation of the above equations, no assumption is
this method gives an approximate answer when applied to made on the speed u relative to the speed of light c, hence the
FD-TD. as will be seen in Section IMU, it does not completely name relativistic boundary conditions. The only assumption
provide the proper physics. An appropriate relativistic elec- made is that the speed u is uniform. However, the same rela-
tromagnetic field boundary condition, discussed next. must tivistic boundary conditions derived for uniform L have been
also be incorporated into the FD-TD code at the surf"te of widely applied to study accelerating bodies, under certain con-
the scatterer. Foi unately. this condition is easy to derive in a dition' where the acceleration is sufficiently low (4), [27).
form suitable for FD-TD implementation. Here. a new reference frame called the "co-moving frame"

B. The Relativistic Boundary Conditions in the FD. TD or "'instantaneous frame** is introduced. The difference is that
Code now the velocity u in (1) represents the instantaneous velocity

There are a nt'mber of ways to solve for the scattered field instead of the uniform velocity. The term *'Doppler approx-
from a moving object. In general, the desired analytical so- imation" (2) is also used to denote analyses wherein it is
lution for the scattered field can be obtained b~y a Lorent assumed that the instantaneous velocity equals a uniform ve-
transformation of the incident field to the moving system, and locity. It is not within the scope of this paper to discuss the
solution for the scattered field in the frame of reference of details of this theory. Its validity in rotating coordinates has
the moving system 1261. In this reference frame, the scatterer been investigated by Shiozawa (271. The reader can also refer
surface is stationary and the electromagnetic boundary con- to the presentation given in (4] and (9).
difions are well defined. The inverse Lorentz transformation For a perfectly conducting moving surface, the boundaryditins re elldefned Th iners Loent trnsfrmaion condition (Ia) relates linearly the local Values of" the instan-
then provides the. final answer in the laboratory frame. How-
ever. a direct solution that is more straightforward (and shorter taneous total tangential E- and H-ficlds at the surface of theeve, adirct oluiontha ismoe sraihtfrwad (nd horerconductor (lit side) Thi% rclattion. '•imilar in fflrml tO that of
in sonic cases) is possible in the laboratory frame without a
Lo,entz transformation if one uses what is defined as the "'rel- a surface impedance. present%. a prt'hlcm 1uir implementing in
ativistic boundary conditions" at a moving interface between the FD-TD code which ciinpulc% /I.' and // valucN separated
medium I and medium 2. The derivation of these conditions, by half-step interval,, in timic anid sp.,• It fs ncm•.i:.ry ti)
in its general form. is well presented in 13] and yields derive an equivalent iri tPI lhc 1(l1,I1visit k"..Iuualy t..ui1lg.

tion for perfectly conduc.lmjIm -.m I.i, ,. c .lit r. "iI ,iui ,lt t,,t y
x (if, - L~() - ( A,, • [r)(0 - A) = 0 ( a) with this half-step nuinl,•.,l,.,,,,i ,, i , , I tIl v M,,. ,OW 1t, l)
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TD code. Derivation of such an equivalent form is given in yoit tMror

the Appendix. I .• ,-v/dt

Using the results of the Appendix, the relativistic boundary y
condition for a moving mirror (in a form appropriate for FD- L " Q

TD implementations) is given by . 0 I (D O 0 ,.I)

-E, •2 (3) i •

or - -°

2c B' 6,

c - 1;,U • t Fig. I. FD-TD field component geomeiry for the mortina murror case in a

where E and E' are. respectively, the total tangential electric one-dinvsional FD.TD gnd.

field and the incident tangential electric field values at the
mirror surface. B and B' are, respectively, the total tangential By applying Ampere's law, a similar contour integral can be

magnetic field and the incident tangential magnetic field values derived to compute the total E-field adjacent to the mirror

at the mirror surface. surface (221.

Now, the value of the total tangential electric field at the In. THE CASE OF A UNIL'LY MVING MIRROR,
mirror surface is given in terms of the incident electric field NoRAL ILLUMINATION

value at the boundary. The latter is easily obtained from a par-
allel one-dimensional grid already built into die FD-TD code A. Existing Analytical For.nmulation

as a look up table. Implementation of the boundary condition An incidenit sinusoidal plane wave of fmquency wi (illumi-
for a moving mirror now becomes a simple matter. At each nation frequency) and unit amplitude is normally incident on
half-time step when the E-field and the H-field are computed, a uniformly moving mirror. Referring to Fig. 1. a positive
respectively, the position of the reflecting mirror in the grid mirror velocity v means that the mirror is receding from the
is first determined. Then, the relativistic boundary conditions incident wave, and a negative mirror velocity means that the
k3) or (4) for the field values at the surface of the mirror are mirror is advancing toward the incident wave. The scattered
implemented. electric field is given by [2]

C. Approximation of E and H Adjacent to a Moving I -!
Surface E'(.1

SThe question arises as to the ,alue of the incident electric c
field when the position of the mirror does not coincide with
a point in the grid. For this purpose, linear interpolation is [1k
used. From the geometry of Fig. I, exp j (od - ky) + 2k (8)

I+• 1--u

', at miro - E'(., + 1) + a E ( 5) wher
E'at mirror = )o (5) where y = u(t - t0 ) + ro is the position of the mirror

boundary with respect to a reference point, and r0 and to
The value of the total electric field at the mirror surface is are some initial values. (For simplicity, we set both r0 and
stored at the total electric field grid point closest to the surface. to equal to 0.) A "double-Doppler" effect is apparent from
No extra grid points are introduced. In Fig. I for example, (8) in that both the frequency and amplitude of the scattered
the value of the total electric field at the boundary is stored field are transformed by the same multiplying factor defined
at the E(j + 1) point if A < 6., - A and at the E(j) point if as a (v/c)I/(l + (v/C).

A> S,- A.

Next, a Faraday's law contour integral is used to compute B FD-TD ModifIcations Considered
the total H-field adjacent to the mirror surface. (The idea of
contour integral subcell models has been previously used in Three different FD-TD algorithm modifications for the
the FD-TD analysis of wave penetration through narrow slots electromagnetic boundary condition at a moving surface, dis-
in thick conducting screens [221 and coupling to wires and cussed in Section U-B, have been considered in numerical tests
wire bundles [23J.) Applying Faraday's law, given by of whether FD-TD can properly model the double-Doppler

a. ýf - d.T 
effect.

f -7=- (6) I) The Quasi-Stationary Method- Here. the mirror is
S -at assumed stationary for a complete one-time-step inter-

Along the path defined in Fig. 1. and assuming that the H-field val. The relativistic boundary conditions are not imple-
ialmongthe pathnefi in Fie shand asuing tat mented. Only the position of the mirror is determined
is almost uniform in the shaded region, we obtain after each full time step. A contour integral model is

(E(j + 1) - El))) 6. - 6 (by -A. (7) used when necessary to compute more exactly the H-
(at +and/or E.field next to the mirror surface. Such a method
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TABLE I
DOUBLE-DOPPLEA SHIFTS AS OBTAINED BY FD-TD AND

ANALYTICALLY. FOR THREE DIFFERENT MODELS
AND A GrvEN VELOCITY

Case v/c Reflected Amplitude j Reflected Frequency
Analytical FD-TD Analytical, FD-TD

Reference 0 1 l 1 2
Quasistatic .1/3 1 0.9783 2 2

10at ,0210.0427 at -,am,9"Serr relativistic -1/3 "2 1.9942
1 0eati w0#2 0.1308 at .. = 9" _ _

Full relativistic a-1/3 2 1.994 "t2 .. 2
1 1Oat-12 10.0523a:-' 9 " _ =.

Spurious frequency components

will give the proper shift in frequency but leaves the tic boundary condition provides the proper Doppler shifts in
amplitude unchanged as the theory predicts [2]. both the frequency and magnitude (again of a shift of.2: 1)

2) The Semirelativistic Method--Here, the relativistic with a small spurious frequency component. The fully rela-
boundary condition is implemented each time for the E- tivistic boundary condition, causes a further damping of the
field only. In other words, only (3) is used. The value undesired frequency component. For both the semi-relativistic
of the total E-field at the mirror surface is stored at the ano fully-rclativistic cases, the error in the computed ampli-
closes:, total E-field. grid point to the mirror surface. tude of the properly shifted spectral component at w = 2 is
No extra grid point is introduced. A contour integral only 0.3 percent (0.026 dB). The FD-TD computed spurious
model is used to compute the H-field next to the mir- frequency component near w = 9 is limited to 6.54 percent
ror surface. This method should be enough to model (-23.7 dB) in the semirelativistic case and to 2.62 percent
the proper physics of the problem. However, usage of (-31.6 dB) in the fully relativistic case.
a contour integral model makes the program more dif- TCable I1 shows double-Doppler results ob:ained for eight
ficult to generalize for arbitrary mirror velocities, different mirror velocities using only the fully relativistic 0

3) The Fully-Relativistic Method-Here, the relativistic boundary condition. In all of these cases, FD-TD generates
boundary condition is implemented each half-time step a reflected wave with the proper Doppler shifts in both fre-
for both the E-field and the H-field using (3) and (4) quency and amplitude. The error in the FD-TD computed
respectively. This case does not require a contour inte- amplitude of the properly shifted spectral component is lim-
gral model since now the H-field. next to the mirror, is ited to less than 1.5 percent (0.131 dB). and the generation
computed from (4). This method was found to be more of spurious frequency components is limited to less than 5
accurate and more general than the previous method. percent (-26 dB). These spurious components are numerical

artifacts due to the interpolation process used in computing
In all the above three cases, the fields behind the mirror tinct fie t the irror srace (setin c),uand

arethe incident field at the mirror surface (Section t-z, and the
storing of the surface field values at the closest grid point

C. Comparative FD.TD and Analytical Results (Section U-B). As observed in Table Ui. these artifacts disap-

Let us consider the case of a mirror illuminated at normal pear when the mirror velocity equals c/2 where, at every time 0
incidence by a unit-amplitude sinusoidal plane %ave having step, the mirror position corresponds exactly to a grid field
a normalized frequency, wi, - 1. The mirror is assumed to point.
be advancing toward the incident wave at one-third the speed IV. THE UNIFORMLY VIBRATING MIRROR
of light (v = -c/3). Table I shows double-Doppler shifts as
obtained analytically and by FD-TD for the three relativistic A. Existing Analytical Formulation
moving surface models. The spatial frequency spectrum of Referring to Fig. I. the exact form of the scattered field
the reflected wave is obtained by taking the Fourier transform from a linearly vibrating mirror is given by a set of two equa-
of the FD-TD computed field versus position sample after tions 128., (29):
20 cycles had been stepped. The spatial frequency is scaled
such that a value. w = 10. corresponds to the FD-TD grid I = to + d sin (u,.10) - - (9a)
Nyquist frequency (the maximum spatial frequency that the c c
FD-TV grid can support as a sampled-data system).

It is seen that the quasi-stationary boundary conditions E[(y;) I 3 cos(wto)
=-cos(wto - kd sin ((ito))

cause the FD-TD code to generate a reflected-wave spatial fre- I + ]3 Cos (W.,to)
quency component with the proper upward Doppler frequency (9b)
shift (to wi = 2) leaving the amplitude almost unchanged as
predicted by the analytical theory of (2). The semirelativis- where w, is the frequency of the incident wave: Yo -
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TABLE U W'=O.1 0.1c, Gi=00
DOUBLE-DOPPLER SHIFTS AS OBTAINED BY FD-TD AND 4) 1.1

ANALYTICALLY. FOR UNIFORM VELoCITI E 1.0
4-

V/c Reflected Amplitude Reflected Frequenr"cy .
Analytical FD-TD Analytical FD.TD _-

*1/3 2-000 1.9940 2.000 2000 o0.8
0at., #2 0.0523 at ,= 9" 'Q_

.1/3 1.5000 1.4909 10 1.3000
0at. 1.5000 0660 at ,ý 7- 0 I

3 0.0751 t W . 9- 0 0.5
1.3333 3239 1.3333 1.3333 "l

0 aL. f 1.3333 0.0613 at -a : 4:
0 0465 at ,,, _ 5" _ __

1/2 0 3333 0.3284 0.3333 0-3333
0 at. 0.3333 0at;#0.3333 , 0 0.3

1/3 0.5000 0.1939 0.50
0 at.. #0.5000 0.0410 at.. - 4"

7,74 0.6000 0.5.590 0.6000 0.6000
0 at. 06000 00081 .at =4- 0.0 , . . . .

0.0021 at __ = _" 2

i/.5 06666 06587 s 06000 0.6000 Cj-4"- 4", ) -2w, 4) i  4)i+ 26.v (i + 4 "v
0 at .ý # 0.6000 00560 At .. = 5" Fig. 2. Conr. Anson of FD-TD and analytical results for the sidebands of

1 0.0164 at .i = 6' the reflected spectrum . exact values: o- FD-TD values

1/7 0.7500 0.7416i 0.75001 0 7500
0 at 0.

7
500 0.0514 aLta = 2'0_______ 01.53 ____,___ =_4" _

Spur0us reun at.;=B. FD-TD M odeling Procedure
Spurious frequency components

In modeling the vibration of the mirror with the FD-TD
d sin (wa,t) describes the displacement of the mirror vibrating code, we follow the same procedure as for the uniformly mov-
wit si freqdescrye the adilm of the miror =ibrEquation ing mirror, but use only the fully relativistic boundary con-

with a n a f e wrtand in = ,,r dic = si /c. Equation dition, and assume that we are in a region where the theory
(9b) can also be written in a Fourier series expansion, of the "co-moving frame" is still applicable [4). Our interest

will be mainly in the variation of the scattered field amplitude

E"(y,t) = -Re , J_(((M) at the fundamental frequency w,, as a function of mirror vi-
,, ._. bration frequency w., and amplitude d. It is clear from (10)

that at the fundamental frequency, where m = 0, the exact
( '\ solution for the magnitude of the scattered field leads to aL + e2tw,+m''t"lY/c) Jo(2kd) dependence, where 2kd = 20(w,/w).

C. Comparative FD. TD and Analytical Results(lOa)
* Fig. 2 shows the magnitudes of the sideband components

where of the reflected field spectrum for a vibrating mirror having
a vibration frequency w., equal to 0. 1 times the illumination

/" fr'quency w,; and a maximum mirror surface velocity equal to
am m4 + 2kd = /3 m + 2 _. (lOb) 0. 1 times the speed of light. The plotted values are computed

using both the exact solution of (10) and the FD-TD method

S1 The scattered field spectrum thus contains the incident fre- with fully relativistic boundary conditions and a spatial reso-
quency w, and an infinity of sidebands located at w, + mw, lution of 20 cells per wavelength of the illuminating wave. An
generated by the vibration of the mirror. excellent correspondence is noted between the exact and FD-

The scattered field spectrum for the vibrating mirror is very TD numerical data. The error in computing the magnitude of
similar to the spectrum uf an FM tone-modulated signal. In the reflected component at the illuminating frequency is only
both cases, an infinity of sidebands located at w,,, + mw,1 is 0.27 percent (0.02 dB),

_- generated, where wc, is a center frequency (the illuminating As mentioned earlier, an important test for the FD-TD ap-
frequency for the vibrating mirror case, the carrier frequency proach is to compare the variation of the scattered field am-
for the FM case); and w, is the sideband separation (the vi- plitude at the illuminating frequency with the exact solution
bration frequency for the mirror case, the modulating tone as mirror vibration parameters are changed. Noting that the
frequency for the FM case). Further, in both cases, the spec- exact solution states that the argument of the Bessel func-
tral amplitude of the mth sideband is proportional to J,ý,; a tion weight for this spectral component is dependent upon
Bessel function of order m. For the vibrating mirror, the ar- the product of maximum normalized mirror velocity. £3. and

S gument of the Bessel function depends on the amplitude and (,/l,., the FD-TD modelirg proced;'re should trace out the
frequency of vibration; for FM, the argument depends upon same Bessel function variation of the scattered field ampli-
the amplitude and frequency of the modulating tone. tude at the illuminating frequency regardless of whether 0 is
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1.0 B. FD-TD Modeling Procedure

I An approach analogous to the one-dimensional case is
a adopted to implement the relativistic boundary conditions in a

0.8 * two-dimensioal FD-TD code. The two-dimensional case ap-
proach is again based on the "Doppler approximation" 12].

"a (281, [301, where it is assumed that the mirror moves with a
"- uniform velocity equal to the instantaneous vibrational value.

0.5 Propagation delays are accounted for by assuming that reflec-
LLI * i 2 tions are generated at the "precursor" position of the mirror.

a In [28). an analysis of the normal incidence case. the precur-

0.3 9 9 sor" positions coincide for all points of the mirror. In (30), an
analysis of the oblique incidence case, this feature is lost, and
a similar approximate solu:ion ignores the propagation delays.

00 IHowever. propagation delays are automatically accounted for

0.0 0 1 2 3 4 in the FD- TD code by virtue of its time-domain nature.
From the special theory of relativity, a wave reflected from

a uniformly moving imirror has a reflected angle 0,. given as

Fig. 3. Companison of FD-TD and analytical results for the scattered field [26)
magnitude at the illumination frequency. o: exact values; o: FD-TD values Cos Oj(i + 62) - 2,
for ,,w, - 5w1; A: FD-TD values for 6 a O.Ic. Cos I - 29 COS 81 + #2 0 1)

varied while keeping w,/1, fixed, or whether w,/w,,. is varied A derivation similar to the one-dimensional case leads to the

while keeping 0 fixed. Fig. 3 graphs the results of numerous following relativistic boundary conditions suitable for FD-TD

trials of the FD-TD procedure wherein these parametric stud- implementation:
ies (and corresponding Fourier analyses) were conducted with 8(cos 8, + cos ea (1
the fully-relativistic boundary conditions incorporated into the E = t • (12)
FD-TD code. For the first case where $ is varied from 0 to
0.5, the ratio of illumination frequency wi, to mirror vibra- (Cos 0, + cos ,) H(1
tior. frequency wi.. is fixed at 5; and the product of 20(w,/1w) H = • (13)

varies between 0 and 5. For the second case where 0 is fixed

at 0. 1. w,/lw is varied from 0 to 25; and again the product of where 0 - u/c and the fields refer to total tangential field val-

20(w,/1t,) varies between 0 and 5. ues. The numerical steps involved are now only slightly more

Fig. 3 shows that the FD-TD numerical predictions for the complicated because of the angular dependence of the incident
scattered field amplitude at the illuminating frequency are very field values at the mirror surface. From (11) it is clearly seen
close to the Bessel function J0 behavior given by the exact so- that cos 9, is a function of v. Therefore, the reflected wave
lution as the mirror vibrational parameters vary. The accuracy has a spread both in frequency and spatial reflection angle
of the FD-TD predicted scattered field amplitude is essentially [30).
the same, regardless of whether 0 is fixed or w/lw, is fixed A validation is sought for the oblique incidence case of
during the parametric study. These results indicate that the the infinite plane mirror modeled by De Zutter. Since it is
FD-TD code, with fully relativistic boundary conditions at impossible to exactly model an infinite mirror in a finite
the mirror surface, is properly modeling the physics of the two-dimensional grid, we select a long, thin, rectangular,
vibrating mirror problem, including the interesting scattered perfectly-conducting slab as the model for the infinite mir-

field null at the first zero of the Bessel function. ror, as shown in Fig. 4. The relauvistic boundary conditions
(12) and (13) are implemented on the front and back sides of

V. EXTENSION OF METHOD TO Two-DIMENSIONS the object. The other two sides, parallel to the velocity vector.
are insensitive to the motion of the object, and therefore no

A. Problem Description: Oblique Incidence on a Vibrating relativistic boundary conditions are required there.
Mirror The use of a finite-length rectangular slab to model the infi-

In this section we consider the case of oblique plane wave nite mirror introduces edge diffraction artifacts. To minimize
incidence on an infinite vibrating mirror. This case, analyzed the edge effect, we select a slab long enough to appear from
by De Zutter (30). is much more complicated than the normal the observation point as infinite during a well-defined early-
incidence case in that it has no closed-form solution. The time response when the edge effect has not yet reached the
solution is written in an infinite-series form using plane-wave observation point. Since the transve-rse electric (TE) case does
expansions, where the unknown coefficients in the series are not provide substantially different results than the transv.erse
obtained numerically, as described in [301. In that paper. the magnetic (TM) case (301, only the TM case is considered.
ficld amplitude versus time is calculated at different points Such a test should provide us with good insight as to the
along the symmetry axis of the mirror, and for various angles ability of FD-TD to handle moving boundary problems in two
of incidence, dimensions.
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Szattterd fields cj,=O.2t4)i, 0=.2 Oi=300

Total fi.Ldll 1.0

20.A

/ 0.5
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Fig. 6. Comparison of FD- TO And ,arolytical results for (he c~ittered rield
Fig 4. Modeling of a vibrating mirror in a iwo-dimensional FD-TO grid lime envelope at oblique iricidence -: injl~tical re~ults. *'FL). T

results

(A),=0,2w1:, 0=0.2, 0,=30" w,02j #=0.2. Gi=60*

3 2.0 / z/d=-50 15Z/d= -5

1.5 / \Z/d=-5
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1. I-.o
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0.5
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Fig S. Comparison of FD-TD ans analytical results for ike scattered field Fig. 7. Comparison of FD-TD and analyhical results for the witfrered fcied
time envelope at oblique incidence. -: anailyt-cal resuli: *o. I'D-TO low. envelope at oblique incideus'e. -. analytical tesuliý. -j. PD-TO

r~s&.lb.results.

C. Coinpa-ative FD-TD and Analytical Results strong tool to analyze wocre complicated p,,olerrs involv~ng
Fig. 5 shows good agreement between the FD-TD re- arbitrary moving shapes.

sults and the analytical results obtained from [301 for the
envelope of the scattered E field versus time for 8, VI. SUMMARY AND CONCLUSION

30%0 = O.2.kd = 1. and observation points zid = -5 A numerical approach based on dhe FD-TD technique, us-
*and z/d -- 50. Similar agreement is shown in Fig. 6 for ing fully relativistic elect, )magnetic fi, Id t.undary conditions

6, - 30'. 3 = 0.02. and kd =0. 1. Fig. 7 compares the at the surface of a conductcr, has been formulated to model
FD-TD and analytical results tor 6, = 60% 0 0.2. and scattering from perfectly c')nductintg moving mirrors in one
kd --- 1 For both zid = -5 and zid = -50, a good and two dimenisions. The numerical approach is uniquc in
correspondence is noted between the analytical and FD-TD that it requiles no system transformation, contrary to other
numerical data. possible numerical methods where the problem is first solved

*In general, the FD-TD method gives good results, ar.J it in the moving frame and then transtotmred back to the rest
is fair to claim that this techri( e. u~nique in its approdch frame. For nonunifoim velocities, the concept of a "Doppler-
for numerically modeling moving "'oundaries. is a promising approximattun" was used. Since the stability of the FD-TD
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code is assured by the proper selection of the space and time boundary condition is given by
increments, and since no new iterative equation coupled to the E' v- ' 0
original FD-TD equations is introduced, the method remains 0
stable. Two types of one-dimensional relativistic mirror mo- Substituting for B', in the above equation we get
tion have been considered: uniform translation and sinusoidal - V2~-E)=o

vibration of the mirror surface. Comparison with the exact, c
analytical solutiona, for these types of mirror mnotion indicates ,Therefore, the final form for E.' i s
that the new numerical approach accurately computes the mag-.U
nitude and frequency of spectral components resulting from E! 2 E.(14)
the scattering process. Physics that appears to be properly C + U

modeled includes the double-Doppler effect (uniform transla- Similarly. for thc total B-field at the boundary we have
tion case) and FM-like spectral sidebands (sinusoidal vibra- I.
tion case). When extended to two dimensinns, the code again B' , (2'E -E').
shows good agreement with the available analytical results for
the case of oblique incidence upon an infinite vibrating mirror. Substituting for E, in the above equation with E,' cB~,. we
Here, the physics involved is imuch more complicated than in get finally for the B-field
one dimension because both propagating and nonpropagating B 2c .~ . '.(S
'vanescent modes are generated at the mirror surface. B1 B

The FD-TD code that has been constructed can be directly Equations (14) and (15) are the ones used in our code to
adapted to model other types of moving-boundary problems ipeettepoe eaiitcbudr odtosa h
involving two- and three-dimensiona', perfectly conducting surface of the mirror.
bodies of finite size and arbitrary shape. A logical extension
of the txisting dapproach involves developing more general.
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The scattering of a plane wave trom the open end of a flanged, parallel plate waveguide is approximately solved using the
On-Surface Radiation Condition method. Simple explicit tormulae are given for the field within the waveguide and for the
bistatic cross-section. In addition, our theory also gives an approximate solution to the associated open cavity problem, which
is formed when the waveguide is terminated by a short circuit positioned a finite distance from the aperture. These problems
serve as prototypes for receiving antennae and open resonators respectively. Numerical results are presented which confirm
the accuracy of the OSRC method. An interesting byproduct ot our analysis is the approximate prediction of the complex
eigenfrequencies of the open resonator.

1. Introduction r--,X is applied directly on the surface of a target.
Then, both the field and its normal derivative can

In this paper, we study the interaction of waves be deduced from this approximate condition and
with an infinitely flanged, parallel-plate waveguide the given boundary condition for the scatterer.
which is either infinite in extent or short-circuited In this paper, we apply an annihilating operator
at a finite distance along its length. (See Fig. 1.) to the scattered field in the aperture of a parallel-
The former case serves as a protntyp'. for both plate w'aveguide and again obtain ý remani)nship
rtceivag antcn~tgtr and simple re-entrant structures between the field and tý 'normal derivative. Com-
whik! the sr;-,nd moe]il a .. c 9chnihohtz jes- itfig this result z.h ohf cor:in.-itv 0? the tota!
onator. We restrict our attention here to scalar fie!d and its normal d,.ivative in the aperWre, we
waves so that the results €b .ihed are applicable effectively decouple the waveguide region from the
to acoustics and electromagnetics in two dimen- half-space : < 0. This allows us to explicitly deter-
sions. mine the field within the waveguide without

The method we develop is approximate and is recourse to matrix inversion [4], ray tracing [5, 6],
based upon the On-Surface Radiation Condition or hybrid method [7]. From this result, we also
method (OSRC) which has been recently obtain (with the aid of a Green's function rep-
developed to analytically model the scattering of resentation) the scattered field in the region : < 0.
waves by convex targets [1,2,3]. In this method The results of our approximate OSRC theory
a differential operator (radiation boundary for penetrating and scattered fields compare
operator) which annihilates the scattered field as extremely well with detailed numerical computa-

01645.2125!'S9/S3.50 • 1989. Elsevier Science Publishers B.V. (North-Holland)
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X resent nondimensional variables which have been The sun

scaled with respect to the guide's physical width integers
x u.o ,. The total field, U(x, z, k) satisfies the Helmholtz reflectiot

equation

• A'U+k 2U=O; z<Owithjxk<:0,

"I--d and z>0 with O<x<i, (2.1a)

where k = wal'c and c is the wave's speed, and the The tra;

Yboundary condition mined.
U-O, (X,z)eR .lb) To cc

p value pt

where R represents the boundary composed of the valuenu,

flange and the waveguide's walls. A time depen- 0 < X <
Fig. I. Plone wave at angile a illuminates the open end of a dence of exp(iwt) has been assumed and will be
flanged. inlinic, parallel plate waveguide Thc cavity problem suppressed in the subsequent equations. U

s craed by placing a shor at te position : - incident plane wave given by

ti,)ns obtained using a time-dependent finite U.,,(x, :. k) - exp[-ik(z cos a - x sin a)j

difference scheme (FD-TD) [8. 9) applied directly (2.2) _.

to the field equations. Excellent agreement is found impinges upon this target and scater, from it,

for both the infinite waveguide case and the short- Accordingly, the total field U - in the region : < 0
circuited waveguide. In the former caen a key is given by
OSRC result shows that the scattered field exhibits U - U,.( x. z, k) - L/. ,(x, -- z, k) Finally,
"resonant" frequency behavior. This is again ments.
verified by the FD-TD scheme. Moreover, we are t u(X. z, At, z (2.3) terms o
able to use our approximate results to obtain in where the second term in (2.3) is the wave reflected
estimate of the open resonator's "eigenfrequen- by the flange and u is thc scattered field caused

cies". These are complex numbers whose by the waveguide. The latter satisfies the Helmholtz
imaginary parts dictate the rate at which energy equation (2.1a) for : < 0 and the Sommerfeld radi.
leaks away from the open cavity. ation condition

The remainder of this papr will now be out- where.
lined. Section 2 contains the formulation of the lim/r '4 / +iku -0 (2.4) Hikel

scattering problem and Section 3 includes the -dD

extension of the OSRC method that is required to where r i- [x'+ zx') 3. R
handle the present problem. Secion 4 contains the When the wall at : - d (the short circuit) is nut
results of several illustrative oxamples which presem, the total field in the waveluide, U', is

clearly indicate the accuracy of our approximate given by We r

method. And finally, S•ecion 5 includes a deriva.

tlou of the approximate "eileonfrequencies" of our U -I T.6AP(-I kroblen

prototype Helmholtz resonator. x sin(nwx); 2 > 0. (2.5a) tdeeo
tude of

V-en the wall at z-d is present, the t,.taJ field ilonS t
2. Formelaltl. in the waveguide is given by would

case. L
The geometry of the flanged parallel-plate U" T.{exp(-ik.:, - -. exp(ik.z)) and the

waveguide Is shown in Fig I. Here r and : rop- ,Isn(nix): 0- r- d. (21b) cally
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X& resent nondimensional variables which have been
scaled with respect to the guide's physical width

U-a. The total field, U(x, z, k) satisfies the Helmholtz

U=O equation
dU+k 2 U=O; z<Owithjxjl<o,

and z>O with O<x<l, (2.1a)

_.0 
where k = awa/c and c is the wave's speed, and the

u Z boundary condition
UMO U=O, (x,z)ER 'R2.1b)

U " o where R represents the boundary composed of the

flange and the waveguide's walls. A time depen-

Fig. 1. Plane wave at anile a illuminates the open end of a dence of exp(imt) has been assumed and will be
flanged, infinite, parallel plate waveguide. The cavity problem suppressed .in the subsequent equations.

is created by placing a short at the position z- An incident plane wave given by

tions obtained using a time-dependent finite Ui,(x, z, k) =exp[-ik(z cos a -x sin a)]
difference scheme (FD-TD) [8, 9] applied directly (2.2)

to the field equations. Excellent agreement is found impinges upon this target and scatters from it.
for both the infinite waveguide case and the short- Accordingly, the total field U- in the region z < 0
circuited waveguide. In the former case a key is given by
OSRC result shows that the scattered field exhibits
"resonant" frequency behavior. This is again U U..(x, z, k) - , -z, k)

verified by the FD-TD scheme. Moreover, we are +u(xz,k); z<O, (2.3)

able to use our approximate results to obtain an where the second term in (2.3) is the wave reflected
estimate of the open resonator's "eigenfrequen- by the flange and u is the scattered field caused
cies". These are complex numbers whose by the waveguide. The latter satisfies the Helmholtz
imaginary parts dictate the rate at which energy equation (2.1a) for z < 0 and the Sommerfeld radi-
leaks away from the open cavity. ation condition

The remainder of this paper will now be out- " a I
!incd. Section 2 contains the formulation of the kin- "' •'iz: (:4)

..r th"- wv," m"ethod teni; is required to where t (=xZ+ +zI J.
handle the present problem. Section 4 contain. the When the wall at z d (the short circuit) is t, :a
results of several illustrative examples which present, the total field in the waveguide, U÷, is
clearly indicate the accuracy of our approximate given by
method. And finally, Section 5 includes a deriva- U= T,, exp(-ikz)
tion of the approximate "eigenfrequencies" of our
prototype Helmholtz resonator. xsin(nirx); z> 0. (2.5a)

When the wall at z = d is present, the total field
2. Formulation in the waveguide is given by

The geometry of the flanged parallel-plate U* =Y T,{exp(-ikz)-y, exp(ik,,z)}

waveguide is shown in Fig. 1. Here x and z rep- xsin(nirx); O<z<d. (2.5b)
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The summation in (2.5) runs over all positive 3. Extestion of the OSRC method

integers n. The propagation constants- k- and the
reflection coefficients -/. are defined respectively by The scattered field u satisfies the radiation boun-

dary condition [10, 11]
k, = [k -(n•'2] ,/2,(2.6a) a 2L

a 2+4 fu Lu 0r1
y. =exp(-2ikd). (2.6b) ar U+[r+ik]u 2r (ik+ / O(r)

(3.1a)

The transmission coefficients T. are to be deter-

mined. as r--,c where L is defined by

To complete the formulation of our boundary a i(3.. 1b)
value problem, we demand that U and /,az U be Lu -'-Laj" U +4J.
continuous along the waveguide aperture z = 0 and
0<x< 1, that is, In our previous work [1] we applied (3.1) directly

on the surface of a two-dimensional convex target

U-(x,0, k)= U(x,0, k), O<x< 1, by setting the O(r-s) term equal to zero and

replacing r-' by K, r -a 2u/a82 by 82u/as
2 , and

(2.7a) au/ar by au/ai. Here, oc is the curvature of the

UU(x0k) U*(x,0,k), 0<x<l. target's boundary curve, s is the arclength, and

8Z 8z a/av is the outgoing normal derivative.
We now apply the same operator to the

(2.7b) scattered field u in the aperture of the flanged

Finally, using standard Green's function argu- waveguide. We set oc equal to zero because the
aperture is planar, replace s by x in the second

ments, we find that the scattered field is given in anentiar, and s by x in the normal
term of (.v,0, k bytangential derivative, and P by -z in the normal

terms of U(x, 0, k) by derivative. This yields the approximate condition

Jo'u (x, z, k) = U(x', 0, k) W 'ot(kR) dx " a i a2
0 Bu = - u -iku 2k - x U =O,

foR az 2kTX2
(2.8a) 0<x<1,:=0. (3.2)

where /•` is the derivative of the zeroeth order We note here that the operator B can also be

Hankel function and R is defined by obtained by an approximate factoring of the Helm-
holtz equation in rectansu'ar c•ordinates [12,.

Z9b1 ) 4::ý-.ý ddu, T... "ro (2.71 anAt the definition

Here we note that U(x, 0, k) = u(x, 0, k) by (2.3). BU÷=BU-, 0<x<1,.=0. (3.3)
We can physically interpret the above scattering Inserting (2.3) into the right-hand side of (3.3) and

problem in terms of electromagnetics or acoustics. using (2) ind that
In the electromagnetic case, U would be the ampli. using (3.2), we find that
tude of the electric field vector which is polarized BU = g(x), 0< x < 1, . = 0 (3.4a)
along the y-axis, and the waveguide and flange
would be perfectly conducting. In the acoustics where the function g(x) is defined by
case, U would be proportional to the pressure,
and the waveguide and flange would be acousti- g(x) = -2ik cos a exp(ikx sin a),

cally "soft". 0<x < 1. (3.4b)
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Applying the operator B to U÷ given by (2.5) and from the x-axis in a counter-clockwise direction

combining this result with (3.4), we obtain (see Fig. 1).
jGO.T. sin(nirx)=g(x), 0<x<l, (3.5a)

YJ.T,, sin(nrx)=g(x), 0<x<l, (3.5b)

where the sums are again over integer n and 4 Illustrative examples

S_..(nw) (36a) The accuracy of (2.5) and our approximations

I 2k V (3.7) is now demonstrated in two illustrative prob-

J"=_i k.(l+y.)+k(l_,.) lems. In the first example, a flanged infinite
I waveguide is illuminated by a plane wave having

-- ' 10 - ,.(n') (3.6b) "---8 and impinging at an incident angle a as
"2k shown in Fig. 1. Two values of a are chosen: a = 0*

Finally, we use the Fourier inversion formula to (normal incidence) and a = 30. The second

solve (3.5) for the unknewn coefficients T.. We example is the associated cavity problem created

find that by terminating the waveguide with a short circuit
at a distance d from the aperture. For both

T. = 4ik coF a g. (k sin a)/G. (3.7a,) examples, we compute the field distribution at:

for the flanged waveguide and using (2.5) and the bistatic cross-section of the
scattered field, in the region z < 0, using (3.9).

T. = 4ik cos a g•(k sin a)/J. (3.7b) The accuracy of the OSRC method is assessed

for the short-circuited waveguide (open res- by comparing its results to those obtained using a

onator), where g(C) is finite difference scheme applied directly to the
time-dependent field equations. The accuracy of

(n-_2-(-)" exp(iC)], finite difference time domain (FD-TD) methods
on the problems we consider here is well estab-

g - C nTr, (3.8) lished [8, 9]. In the first case, the infinite waveguide

Sis modeled using FD-TD by a sufficiently long,
2 finite waveguide which is terminatcd by a short.

The approximate field within the waveguide is In the FD-TD simulation, this structure is illumi-

obtained by combining (2.5a), (3.6a), (3.7a), and nated by a sinusoidal incident plane wave and

(0.8. The ini.logous expression for the field within time-stepped for a sufficient number of wave cycles
I to allow the numc-ical solution within two-tic ,;e "sýnc•" glw:*. k' 025 ) 3o l

0 .7ol, i•nd ,,.8ý. - , rr•• .• t, _::.•. - ¢:l a ite

harmonic steady-state. The waveguide length andThe scattered field is given by (2.7) with
number of time steps is carefully chosen to guaran-U(x, 0, k) replaced by either (2.5a) or (2.5b). By teharflcinfomheemntdedae

using standard far.field approximations in (2.8) tee, that reflections from the terminated end are
not present in the aperture region of interest. For

we fi'•d that, as r--o, the second example, the depth of the cavity d is

e-(9 selected to be the same as the aperture width. The
,)Ar FD-TD cavity simulation is performed on a

domain considerably smaller than that for the
AP. k) = k sin 0(217k)' infinite waveguide. Here, however, more wave

x exp( -i-,/4) 7 T, g,(cos 0) (3.9b) 1cycles are required to be time-stepped for the simu-

where g((;) is defined in (3.8) and 0 is measured lation to achieve the time-harmonic steady-state
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Fig. 2. Distribution or field magnitude inside infinite waveguide at: f ror a = 0*.

due to the structure's ability to trap energy for a presented in Figs. 2 through 7. Figs. 2 and 3 show

period of time. respectively the magnitude and phase of
With k - 8, the dimensions of the infinite U'(x, 0.666, 8) for a = 0°. For this case, only the

waveguide are such that only the first two modes first term in the sum (2.5) need be evaluated
propagate. The results of our OSRC and FD-TD because 71 =0, by symmetry. The corresponding
calculations for the infinite waveguide example are results for a = 30* are presented in Figs. 4 and 5

10

8 "" Phase FDTD
6 "*" Phase OSRC

(A 4

0 2

01

CL- .4

-8

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

x
Fig 3. Distribution of field phase inside infinite waveguide at = for a = 0*.
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Fig. 4. Same as Fig. 2 except a = 30.

respectively. Both propagating modes are excited propagating waveguide modes. We have also
for this case and thus, only the first two terms in included several evanescent modes in (2.5) and
(2.5) are needed for our approximate solution, found little change in the far field and a deleterious
These excellent results indicate that the on-surface change in the aperture field.
radiation condition operator effectively couples The bistatic cross section of the scattered field
the energy of the incident plane wave into the in the region, : <0, is shown in Figs. 6 and 7 for

20

o
- Phase FDTD

20 -- Phase OSRC

-. -40

C4

4) -80

-140

.1 CO

.180

-200,
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

X
Fig. 5. Same as Fig. 3 except a = 30°.
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Fig. 6. Bistatic cross-section for the field scattered from the aperture of the infinite waveguide in the regon z < 0 for a 0. The

angle G is as shown in Fig. t.

each value of a. Again, excellent agreement is theory is negligible (less than 0.006%) compared
observed between the results obtained using the to that of a typical FD-TD simulation for the
on-surface radiation condition approach and those idealized problems considered here.
obtained by the FD-TD simulation. It should be The results of the companion calculations for
noted that the amount of computer time required the open resonator example are presented in

to evaluate the formulae generated by the OSRC Figs. 8 through 13. These results are for k 8 and

2.0 ]

1.8 -0- FDT
1.6 - -0€-

1.4

N' 1.2

S1.0

0.5 
W

0.8

0.4

0.2

0.0 1 ---

0 20 40 60 80 100 120 140 160 180

theta (degrees)

Fig. 7. Same as Fig. 6 except a = 30°.
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Fig. 8. Distribution of field magnitude inside the cavity at r , ror a = 0.

a = d = 1. Once again, good agreement between impulsive plane wave followed by an FFT. The
the OSRC results and the FD-TD simulations agreement is good for 3.5 < k < 8 and deteriorates
is observed, outside this band, which approximates the range

Figure 14 shows the OSRC and FD-TD com- of frequency components in the impulsive plane
puted values for U÷(0.5, 0.0, k) as a function of wave. The error at very low frequencies is caused
k- The FD-TD result is obtained by simulating an by the OSRC method, which is consistent with our

10

8 "" Phase FDTD
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4-60
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.10 • i
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X
Fig. 9. Distribution of field phase inside the cavity at = for a = 00.
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Fig. 10. Same as Fig. 8 except a - 30'.

previous observations [1]. and the onset of cut-off even ones are not. The peaks (except for the first
which occurs at k = Tr. Additional errors can occur one) and sharp nulls in the response occur roughly
with the OS RC solution at other cut-off frequencies at the eigenfrequencies of the "closed" cavity
k = n'r (if those modes are excited) because the (4.1)
energy is not out-going in the aperture. In the A.

present case, the odd modes are excited while the and show a resonance behavior for the open struc-
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Fig. 11. Same as Fig. 9 except a = 300.
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Fig. 12. Bistatic cross-section for the field scattered from the aperture of the cavity in the region z <0 for a =0*. The angle 9 is as

shown in Fig. 1.

ture. The deviation between the k,.. and the real 5. Complex eigenfrequncles of the open cavity
part of the complex eignefrequency, as predicted
by the OSRC method, will be discussed in the next The complex eigenfrequencies for the open
section. cavity can be approximated using our OSRC
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Fig. 13. Same as Fig. 12 except a =30°.
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Fig. 14. Behavior or field magnitude as a functfon of wavenumber k at the mid-point of the cavity aperture (a - 0).

theory by setting the denominator of T. equal to right-hand sides of (5.4) are formally small.
zero. Accordingly, setting J. = 0 in (3.6b), solving Accordingly, we replace sinh y by y, sin x by x,
for y,, and simplifying the resulting expression we cos x by 1, and cosh y by 1, and obtain a linear
obtain system whose solution is

,y, = (k + k.)'/(nrr)'. (5.1) 8m5

Inserting the change of variable 16+ A2'
2m-rrA

k = n-r cos 0 (5.2) y= 16+ A" (5.5b)

into (2.6) and (5.i), we find that
Combining these results with the definition of 0

exp(A sin O) = exp(4i0) (5.3a) and (5.2), and using the small argument approxi-

where A is defined by mation for the cosine, we deduce the approxi-
mation

A =2nrd. (5.3b)

Equating the exponents in (5.3a), modulo 2-rr, and k = nr1 (1I+- _)_ 1- (16+ A'I
setting 9 = x + iy, we deduce that x and y satisfy t (16irk22  (16 2A2

the simultaneous equations +in-,- 16+22 (5.6)
4(x1 + Am

cos x sinh y =4x + 2mrr (5.4a)6+
A We have also solved the nonlinear system (5.4)

4v by employing a Newton-Raphson scheme using
sin x cosh y =---. (5.4b) the approximation (5.5) as an initial guess. Once

the solution was obtained, we set 0 = x + iy, inser-
An approximate solution of the system (5.4) can ted this complex number into (5.2), and separated

be obtained when A is large by observing that the the real and imaginary parts of k. The results of
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*o Review of FD-TD Numerical Modeling of
Electromagnetic Wave Scattering and Radar
Cross Section
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Invited Paper

Applications of the finite.difference time-domain (FD-TD) of Maxwell's curl equations. This approach is analogous to
method for numerical modelng of electromagnetic wave interac. existing finite-difference solutions of fluid-flow problems
tions with structures are reviewed, concentrating on scatterinn and encountered in computational aerodynamics, in that the
radar cross section [RCS). A number of two- and three-dimensional
examples of FD-TO modeling of scattering and penetration are numerical model is based on a direct solution of the gov-
provided. The obi modeled range in nature from simple geo- erning partial differential equation. Yet FD-TD is a nontra-
metric shapes to extremely complex aerospace and biological sys- ditional approach to numerical electromagnetic modeling,
tems. Rigorous analytical or experimental validations are provided where frequency-domain approaches have dominated.
for the canonical shapes, and it is shown that FD-TO predictive FD-TD is very simple in concept and execution. Yet it is
data for near fields and RCS are in excellent agreement with the
benchmark data. It is concluded that, with continuing advances in remarkably robust, providing highly accurate modeling
FDPTD modeling theory for target features relevant to the RCS predictions for a wide variety of electromagnetic wave
problem, and with continuing advances in vector and concurrent interaction problems. One of the goals of this paper is to
supercomputer technology, it is likely that FD-TD numerical mod- demonstrate that recent advances in FD-TO modeling con-
eing will occupy in important place in RCS technology in the 1990s anst ware implncenain combine with

l and beyond. cepts and software implementation, combined with
advances in supercomputer technology, have expanded the

I. INTRODUCTION scope, accuracy, and speed of FD-TD modeling to the point
where it may be the preferred choice for scattering prob-

Accurate numerical modeling of the radar cross section lems involving complex, electrically large, three-dimen.
(RCS) of complex objects is difficult. Typical structures of sional structures. With this in mind, this paper will suc-
interest have shapes, apertures, cavities, and material Corn- cinctly review the following FD-TD modeling validations:

* positions or loadings which produce near fields that cannot
be resolved into finite sets of modes or rays. Proper numer- 1) Canonical two-dimensional targets
ical modeling of such near fields requires sampling at sub- a) Square metal cylinder, TM polarization
wavelength resolution to avoid aliasing of magnitude and b) Circular muscle-fat-layered cylinder, TE polariza.
phase information. The goal is to provide a self-consistent lion
model oi the mutual coupling of electrically small regions c) Homogeneous, anisotropic, square material cyl-
(space cells) comprising the structure. inder, TM polarization

SA candidate numerical modeling approach for this pur. d) Circular metal cylinder, conformally modeled, TE

pose is the finite-difference time-domain (FD-TO) solution and TM polarization
o) Flanged metal open cavity

2) Canonical three-dimensional targets
Manuscript received April 12, 1988; revised October 4, 1988. This a) Metal cube, broadside incidence

work was supported in part by the U.S. Air Force under RADC con-
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grant ECS-851S777. c) T-shaped conducting target, multiple monostatic
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into 1) the infrared seeker sectior of a missile and 2) the tiple scattering, penetration through apertures, and cavity
entire human body. Finally, the paper will conclude with excitation are modeled time step by time step by the action
a discussion of large-scale computer software and the of thecurlequations analog. Self-consistencyof these rod.
potential impact of massively concurrent machines. eled phenomena is generally assured if their spatial and

temporal variations are well resolved by the space and time
II. GENERAL CHARACTERISTtCS OF FD-TD sampling process.

Time stepping is continued until the desired late-rime
As stated, FD-TD is a direct solution of Maxwell's time- pulse response or steady-state behavior is achieved. An 0

dependent curl equations. It employs no potentials. important example of thelatter is the sinusoidal steadv state.
Instead, it applies simple second-order accurate central-dif- wherein the incident wave is assumed to have a sinusoidal
ference approximations (1] for the space and time deriva- dependence, and time stepping is continued until all fields
tives of the electric and magnetic fields directly to the in the sampling region exhibit sinusoidal repetition. This
respective differential operators of the curl equations. This is a consequence of the limiting amplitude principle [31.
achieves a sampled-data reduction of the continuous elec- Extensive numerical experimentation with FD-TD) has
tromagnetic field in a volume of space over a period of time. shown that the number of complete cycles of the incide t t
Space and time discretizations are selected to bound errors wave required to be time stepped to achieve the sinusoidal
in the sampling process and to ensure numerical stability steady state is a function of two ipossiblv related) factors:
of the algorithm (2]. Electric and magnetic field components 1) Target electrical size. Numerical wave analogs must
are interleaved in space to permit a natural satisfaction of be permitted time to propagate in the FE-TD computa.
tangential field continuity conditions at media interfaces. tional lattice to causally connect the physics of all regions
Overall, FD-TD is a marching-in-time procedurewhich sim- of the target. For many targets, this requires a number of
ulates the continuous actual waves by sampled-data numer- time steps sufficient to permit at least two complete front-
icai analogs propagating in a data space stored in a com- to-back-to-front traverses of the target by a wave analog
put,;r. At each time step, the system of equations to update traveling at the speed of light. For example, assuming a tar-
the (ield components is fully explicit, so that there is no need get spanning a maximum of 10 wavelengths, it is reasonable
to s tup or solve a system of linear simultaneous equations. to assume that about 40 complete cycles of the incident
As a consequence, the required computer storage and run- wave should be time-stepped (as a minimum) to achieve the
nivig time is dimensionally low, proportional only to N, sinusoidal steady state. Using a space resolution of 10 lat-where N is the number of electromagnetic field unknowns tioe cells per wavelength, this corresponds tog00 time .steps.

in the volume modeled. 2) Target Q factor. Targets having well-defined low-loss
Fig. lia) illus!ates the time-domain wave tracking con- cavitiesor low-loss dielectric comoositions mayrequirethe

cept of the FO-TD method. A region of space (within the number of complete cycles of the ncident wave to be time-
dashed line) is selected for field sampling in space and time. stepped to approach the Q factor if the cavity resonance.
At time - 0, it is assumed that all fields within the numerical Because the Q factor can be large even for electrically small
sampling region are identically zero. An incident plane wave or moderate size civities, this consideration can dictate how
is assumed to enter the sampling region at this time. Prop- many time steps the FD-TD code must be run to achieve
agation of the incident wave is modeled by the commence- the sinusoidal steady state.
ment of time-stepping, which is simply the implementation Table 1 summarizes th,- number of sinusoidal cycles
of the finite-difference analog of the curl equations. Time needed to achieve the steadc, state for a wide range of struc-
stepping continues as the numerical analog of the incident tures modeled using FD-TD over the past 15 years. In the
wave strikes the modeled target embedded within the sam- RCS area, it has been found that target elettrical size has
pling region. All outgoing scattered wave analogs ideally proven to be the dominant factor. Cavities for RCS-type
propagate through the lattice truncation planes with neg- problems tend to be open, and therefore low Q; and the
ligible reflection to exit the sampling region. Phenomena use oi radar-absorbing material (RAM) serves further to
such as induction of surface currents, scattering and mul- reduce Q factors of structural resonances.
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Table I Convergence of FD-TD to Sinusoidal Steady electric field component of the lattice. Correspondingly,
State desired values of magnetic permeability and equivalent

Number of Sinusoidal conductivity are assigned to each magnetic field compo-
Cycles Needed General Structure Type nent of the lattice. The media parameters are interpreted

s 5 Convex 2-0 metal targets spanning less by the FD-TO program as local coefficients for the time-
than I &. TM case stepping algorithm. Specification of media properties in

Lossy 3-0 Structures, especially those this component.by-component manner results ina stepped-
comprised of biological tissue media edge, or staircase, approxim-Aion of curved surfaces, Con-

5-20 Convex 2.- metal targets spanning 15 tinuity of tangential fields is assured at the interface of dis-
No, TU case similar media with this procedure. There is no need for spe-

Convex 2-D dielectric targets spanning
1-5 N, TM and TE cases cial field matching at media interface points. Stepped-edge

Convex 3.D metal targets spanning 1-5 approximation of curved surfaces has been found to be
XO adequate in the FD-TD modeling problems studied in the

O 20-40 3-0 metal wires and rods spanning on 1970s and early 1980s, including wave interactions with bio-
the order of 1 ho excited near a logical tissues [4], penetration into cavities [51-171, and elec-
resonance tr

General 3-0 metal targets spanning up omagnetic pulse tEMP) interactions with complex struc-
to 10 X,. including corner reflectors tures 18]-(101. However, recent interest in wide-dynamic-
and open cavities range models of scattering bycurved targets has prompted

* 40 Deeply reentrant 3-0 metal targets the development of surface-conforming FD-TO approaches
(such as engine inlets) spanning 10 X0 which eliminate staircasing. These are summarized in a later

* or more section.
z 100 3-D metal targets of arbitrary electrical

size, but having aperture/cavity Ill. R~vitw OF FD-TD ALCOR1THp4M D[TAILS
resonances of moderate to high Q,
and excited very near such a Table 2 lists the six coupled equations for the electric and
resonance magnetic fields which comprise Maxwell's equations in

Cartesian coordinates. Table 3 lists the assumed space-time
* Fig. l(b) illustrates the positions of the electric and mag-

netic field components about a unit cell of the FD-TD lattice Table 2 Maxwell's Curl Equations in Cartesian
in Cartesian coordinates (1). Note that each magnetic field Coordinates
vector component is surrounded by four circulating elec- H, 1 '.,, 04 "a
tric field vector components, and vice versa. This arrange- _ L _ p
ment permits not only a centered-difference analog to the 1 1
space derivatives of the curl equations, but also a natural - - - a E- p 0b)
geometry for implementing the integral form of Faraday's at \ 8X z .
law and Ampere's law at the space-cell level. This integral a - 1 a/ E0
interpretation permits a simple but effective modeling of at -4 a, y ax pf, (lc)
the physics of smoothly curved target surfaces, as will be OH
seen later. -3 1_ L , d

Fig. 2 illustrates how an arbitrary three-dimensional scat- Tf a\y az ld)
terer is embedded in an FD-TD space lattice comprised of aE, 1 (aH. ,3H, 0i)
the unit cells of Fig. 1(b). Simply, the desired values of elec. at Et • 7z -.
trical permittivity and conductivity are assigned to each aE t 2 H: OH.

Z S0 h;*at f ax ay
Z where

E, E., 1- Cartesian components of electric field, volts/meter
H., H, m.. , - Cartesian components of magnetic field, amperes/T i ,.meter

S----0- (Bf - electric permittivity, larads/neter
4, - electric conductivity, siemens/meter

' _ -, magnetic permeability, henrys/meter
-' ,a' - equivalent magnetic loss, ohms/meter

_ , Table J Central-Difference Approximations to Space and

'* /--A--i Y Time Partial Derivatives

bi, I. kI - .6.Lx, /y, kA,) (2a1

0f(', I. k) a F(OAx, j.•y, kaz. natl (2b)

--, /F .,., k) F , i I^0 k) - f ^(i - j,/, k).." "........ ax A•xore Oa+ ,. . .. v-- -- order (Ax2) 13a1

-- - - i k F k ) 4 order (,itl) (3b)
Fig. 2. Arbitrary three-dimensional scatterer embedded in at At
FD-TD space lattice. For a cubic space lattice. Ax. - Ay U AZ I 0
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Table 4 Examples of Finite-Diflerence Expressions to Time-Step Field Vector
Components

1 '(#. / - i, k + F.t
H^ . k + • ) H ̂ . + 1, k + J)

1 .E'U / j, k + LI

2
,0. * jA. k

At I
tA.l., .k + (',. 4. Ak -i- )At

2 ;,(i, k + )

E•(il ÷ .k "1) - r( l .k)

+ LIP,. 1, k + ! -E,(i, . + 1, k •) (4a)

AY

a~i 1 k - J) a , 11(a
20i, , k + |)

&- t 1+ oi ,,, k -)).%

2t(,/, k *P " l

H'" i, " ,y k + J) - `7(i - k

H." Y, i k ) - H."' ,, k + k J)

A , ay ( 4b)

notation for the field vector components sampled at dis. where c,•, is the maximum wave phase velocitr within the

crete lattice locations and at discrete time steps. This table model. Note that the corresponding stability criterion set
also provides the central-difference approximations to the forth in (1, eqs. (7) and (8)] is incorrect, as shown in (2].
space and time partial derivatives of Maxwell's equations, Fig. 3(a) illustrates the division of the FD-TD lattice into
using the assumed sampled-field notation. Finally. Table 4 total-field and scattered-field regions. This division has been
provides example finite-difference time-stepping expres- found to be very useful since it permits the efficient sim-

sions for a magnetic and an electric field component. As •
noted earlier, all quantities on the right-hand side of each ,
time-stepping expression are known (stored in computer , PGI4I

memory). so that the expressions are fully explicit. siIuciuro

The choice of 6 and At is motivated by reasons of accuracy I r4-iItf,. 2

and algorithm stability, respectively. To ensure the accu- co,^uA,,^...j..,,.') T Ico,,eed
racy of the computed spatial derivatives of the electro-

magnetic fields, 6 must be small compared to a wavelength, soutce 0
6 s V10 is sufficient to realize less than ±7% uncertainty io,,,€,

(:t0.6 dB) of the FD-TD solution of neir fields due to the TfurcafIom

approximation of the spatial derivatives [S]. For 6 s i20,
this uncertainty drops to less than :±2% (±0.2 dB). 6 should --I. - --

also be small enough to permit resolution of the principal r. W) (a') () (

surfaces or volumetric details of the structure modeled. I '*jr
To ensure the stability of the time-stepping algorithm I

exemplified by (4a) and (4b), Wt is chosen to satisfy the in- : a
equality (21 iM , .

( .1-1 1Z (b) i~,.u.au

6 Fig. 3. Zoning of FD-TD space lattice. (a) Total-field and
for a cubic lattice (5) scattered-field regions (11). (12). (b) Near-field to far.fieid

C,.. NF3 integration surface located in the scattered-field region (121
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ulation of an incident plane wave in the total-field region missile seeker model of Section VI, were obtained using
with arbitrary angleof incidence, polarization, time-domain these codes.) However, recent interest in wide-dynamic-
waveform, and duration [11), (121. Three additional impor- range models of scattering has prompted research in the
tant benefits arise from this lattice division as follows. construction of even more accurate near-field radiation

1) Large near-field computational dynamic range. Be. conditions, including fixed third-order approximations (18),
cause the target of interest is embedded in the total-field [19], adaptive conditions [20], and predictor-corrector con-
region, low total-field levels in s0ddow regions or within ditions (211. The goal here is to reduce the numerical lattice
shielding enclosures are computed directly without suf- noise due to nonphysical reflections of wave analogs at the
fering subtraction noise (as would be the case if scattered lattice truncations by at least one order of magnitude (20
fields in such regions were time-stepped, and then added dB) relative to that achieved by the second-order conditior,
to a canceling incident field to obtain the low total-field lev. of [11].
els). A•,oiddnce of subtraction noise is the key to obtaining
near-field computational dynamic ranges exceeding 60 dB IV. FD-TD MODELINC VALIDATIONS FOR CANONICAL T%,o-
(5]. DIMENSIONAL TARGETS

21 Natural satisfaction of electromagnetic boundary con-
ditions. Embedding the target in the total-field region per. Analytical and code-to-code validations have been
mits a natural satisfaction of tangential field continuity obtained relative to FD-TD modeling of a wide variety of
across media interfaces, as discussed earlier, without hay- canonical two-dimensional targets. Both convex and reen-
ing to compute the incident field at possibly thousands or trant (cavity-type) shapes have been studied, Further, target
tens of thousands of points along complicated media-inter- material compositions have included perfect conductors,
face loci that are unique to each target. The zoning arrange- homogeneous and inhomogeneous lossy dielectrics, and
ment of Fig. 3(a) requires computation of the incident field anisotropic dielectric and permeable media. Selected val.
only along the rectangular connecting surface between idations will be reviewed here.
total-field and scattered-field regions. This suriace is fixed,
that is, independent of the shape or composition of the
enclosed target being modeled. A substantial benefit in A. Square Metal Cylinder, TM Polarization [121

computer running time arises as a result, a benefit that Here we consider the scattering of a TM-polarized plane
increases as the complexity of the target increases, wave obliquely incident upon a square metal cylinder of

3) Systematic computation of bistatic RCS. The provi- electrical size k0 s - 2, where s is the side width of the cyl-
sion of a well-defined scattered-field region in the FD-TD inder. The FD-TD grid employs square unit cells of size
lattice permits the near-field to far-field transformation s/20, and the grid truncation (radiation boundary) is located
illustrated in Fig. 3(b). The dashed virtual surface (field at a uniform distance of 20 cells from the cylinder surface.
observation locus) shown in Fig. 3(b) can be located along Fig. 4 compares the magnitude and phase of the cylinder
convenient lattice planes in the scattered-field region of Fig. surface electric current distribution computed using FO-
3(a). Tangential scattered E and H fields computed via FD- TD to that computed using a benchmark frequency-domain
TO at this virtual surface can then be weighted by the fee- electric-field integral equation (EFIE) method-of-moments
space Green's function and then integrated (summed) to (MoM) code. The MoM code assumes target symmetry and
providethefar-field response and RCS(full bistatic response discretizes one-half of the cylinder surface with 84 divi-
for the assumed illumination angle) (121o14]. The near-field sions. The FO-TD computed surface current is taken as
integration surface has a fixed rectangular shape and thus A x /•/,n, where h is the unit normal vector at the cylinder
is independent of the shape or composition of theenclosed surface and H/,. is the FD-TD value of the magnetic field
target being modeled. vector component in free space immediately adjacent to

Fig. 3(a) uses the term "!attice truncation" to designate the cylinder surface. From Fig. 4 we see thdt the magnitude
the outermost lattice planes in the scattered-field region. of the FD-TD computed surface current agrees with the
The fields at these planes cannot be computed using the MoM solution to better than ±1% (±t0.09 dB) at all corn-
centered-differencing approach discussed earlier because parison points more than 2 FD-TD spar cells from the cyl-
ot the assumed absence of known field data at points out- inder corners (current singularities). `1 ne phase of the FD-
side of the lattice truncation. These data are needed to form TO solution agrees with the MoM solution to within _30
the central differences. Therefore, an auxiliar. lattice trun- at virtually every comparison poin!, including the shadow
cation condition is necessary. This condition must be con- region.
sistent with Maxwell's equations in that an outgoing scat-
tered-wave numerical analog striking the lattice truncation 8 Circular Muscle-Fat-Layered Cylinder, TE Polarizatio-i
must exit the lattice without aporeciable nonphysical

- reflection, lust as if the lattice truncation was invisible. [21
It has been shown that the required lattice truncation Here we consider the penetration of a TE-polarized plane

condition is really a radiation condition in the near field wave into a 15-cm-radius muscle-fat-layered cylinder. The
(151-117). A very successful second-order accurate finite-dif- inner layer (radius 7.9 cm) is assumed to be comprised of
ference approximation of the exact radiation condition in muscle having a relative permittivity of 72 and a conduc-
Cartesian coordinates was introduced in [11]. This approx- tivityof 0.9 S!m. Theouter layer isassumedto becomprised
imation was subsequently used in a variety of two-and three- of fat having a relative permittivity of 7.5 and a conductivity

S dimensional FD-TD scattering codes [12]-[14J, ýielding of 0.048 S/m. An illumination frequency of 100 MHz is mod.
excellent results for both near and far fields. (For example, eled, with the FO-TD grid cell size set equal to 1.5 cm
all FD-TD results in this paper, with the exception of the (approximately 11'24 wavelength within the muscle). A
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40 stepped-edge (staircase) approximation of the circular layer
MI M o.P(0Petti se.ut houndaries is used.Fig. 5, taken from (22], shows the analytical validation

..... P0-TO 4 3.Cyi.€ 4 t in) results for the magnitude of the penetrating electric field

30 " '*"*'1 vector components along two cuts through the muscle-fat
cylinder, one parallel to the direction of propagation of the
incident wave, and one parallel to the incident electric field

I vector. The exact solution is obtained by summing suffi.
-30 cient terms of the eigenfunction expansion to assure con-

- I, ~vergence of the sum. Excellent agreement of the FD-TD and

exact solutions is noted, even at jump discontinuities of the

field or the slope of the field distribution that occur at the
layer boundaries. This fine agreement is observed despite

the stepped-edge approximation of the circular layer
boundaries.

00 0 b

(a) C. Homogeneous. Anisotropic. Square Material Cylinder
o*. TM Polarization [231

.W The ability to independently specify electrical permittiv-
• 4o'. ityand conductivityfor each E vector component in the FD-

TO lattice, and magnetic permeability and equivalent con-
*..-o0 ductivity for each H vector component, leads immediately
., ,20. to the possibility of using FD-TD to model material targets

having diagonal-tensor electric and magnetic properties.
W No alteration of the basic FD-TD algorithm is required. The

more complicated behavior associated with off-diagonal
-2 ,o* tensor components can also be modeled, in principle, with 1
•-S4o. some algorithm complications (24).
.=•o- *Recent development of analytical and numerical treat-ment of coupled surface combined-field integral equations

a (CFIE) for modeling scattering by arbitrarily shaped two-

t,,.,a On Ce1ahd., sur.f dimensional anisotropic targets f23] has permitted detailed

(b) tests of the accuracy of FD-TD anisotropic models. Fig. 6

Fig. 4. Comparison of FD-TD and EFIE-MoM results for Ion- illustrates the results of one such test. Here the magnitude

gitudinal surface electric current distribution induced on a of the equivalent surface electric current induced by TM
perfectlyconductingsquarecylinderofsizekos - 2. (a) Mag- illumination of a square anisotropic cylinder is graphed as
nitude. tb Phase (121. a function of position along the cylinder surface for both

230 0.30

0.23 M PD-TO 0,.5 .

020 -- LM 0."0

111 0Is - L0 IS

0.10 0.90

0 0 0.05

00 005 -00.0 00o0 0~ 0.20 02 00 0.05 0.10 0.y5
'_'j"n

El+
Y

H0 
i

fat muscle 04 0,011 0.10 0.Ifl Y axisFig. S. Comparison of FDO-TO and exact summed.eigenfunction solutions for distribu.
tions of penetrating electric field vector components within a circular muscle-fat.layeredcylinder, TE polarization case at 100 MHz 122).
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0 Recently three different types of FD-TD conformal sur-

face model, have been proposed and examined for scat-
s F77 .tering problems:

e 1) Locally distorted grid models. These preserve the
basic Cartesian grid arrangement of field components at all

*. I p space cells except those immediately adjacent to the target
surface. Space cells adjacent to the target surface are

deformed to conform with the surface locus. Slightly mod-
H' e zz"Z p[. - 2 IP" - crirt s•ivveen ified time-stepping expressions for the field components

t k.o1 - 5 ,1o © .r0-T002 cy,•e) in these cells are ohtained by applying either a modified
ilt@t.i•.,* finite-volume technique [26] or the integral form of Fara-

day's law and Ampere's law about the perimceters of the
"deformed space cells (27].

* 2) Globally distorted grid models, body fitted. These
employ available numerical mesh generation schemes to
construct non-Cartesian grids which are continuously and

. ,globally stretched to conform with smoothly shaped tar-
gets. In effect, the Cartesian grid is mapped to a numtrically:1 generated coordinate system wherein the target surface
contour occupies a locus of constant equivalent "radius,"

4T~me-stepping expressions are adapted either from the
SCartesian FD-TD case [281 or from a characteristics-based

method used in computational fluid dynamics (29].
3) Clobalty distorted grid models, uaistfuctured. These

employ available mesh generation schemes to construct
__S non-Cartesian grids comprised of an unstructured array of

2-00 0.0 0.,0 0.60 C'.90 1.00 space-filling cells. Target surface features are appropriatelyNOftriRLIZEO CONTOUR LNT fit into the unstructured grid, with local grid resolution andFig. 6. Comparison of FD-TD and CFIE-MoM results for cell shape selected to provide the desired geometric mod-
longitudinal surface electric current distribution induced
on an ansorropic dielectric-permeable square cyhnder of eling aspects. An example of this class is the control-region
size k0s - 5, TM case (231. approach discussed in (30).Research is ongoing for each of these types of conformal

surface models. Key quest;ons concerning the usefulness
the FD-TD and the CFIE MoM models. The incident wave of each model include the following:
propagates in the +y direction and has a +z.directed elec.
tric field. The square cylinder has an electrical size k0 ; = 1) Cor.oputer resources involved in mesh generation
5, permittivity e, - 2, and diagonal permeability tensor A.,. 2) Severi.v of numerical artifacts introduced by grid dis-
= 2 and j, = 4. For the test shown, the FD-TD grid cell size tortion, i.cluding numerical instability, dispersion.
is set equal to s/SO, and the radiation boundary is located nonphysical wave reflection, and subtraction noise
at a uniform distance'of 20 cells from the cylinder surface. limitation of near-field computational dynamic range

From Fig. 6 we see that the FD-TD and CFIE results agree 3) Comparative computer resources for running the
very well almost everywhere on the cylinder surface, despite actual RCS models, especially for three-dimensional
the presence of a complicated series of peaks and nulls. targets spanning more than 10 wavelengths
Disagreement is noted at the cylinder corners where CFIE
predicts sharp local peaks, but FD-TD predicts local nulls. The accuracy of locally distorted grid models using the
Studies are continuing to resolve this corner pnysics issue, integral form of Faraday's law applied around the perim-

eters of the deformed space cells adjacent to a smoothly
0. Circular Metal Cylinder. TE and TM Polarization curved target is illustrated in Fig. 7 for TE and TM illumi-

A significant flaw in previous FD-TD models of con- nation cases. Here a moderate-resolution Cartesian FD-TD

ducting structures with smooth curved surfaces has been grid (having 1/20 wavelength cell size) is used to compute
the need to use stepped-edge (staircase) approximations of the azimuthal or longitudinal current distribution on thethe eedto se teppd-ege starcae) aproimaion of surface of a ka - S circular metal cylinder. For both polar-
the actual structure surface. Although not a serious prob. iratiof i is s t thconfrmal FDT mode lace

lem or odelng ave eneraton ad satteingfor izations it is seen that the conformal FD-TD model achieves1em for modeling wave penetration and scattering for

Slow-Q metal cavities, recent FD-TD studies have shown that an accuracy of 1.5% or better at most surface points relative
stepped approximations of curved walls and aperture sur. to the exact series solution. Computer running time for the

faces can shift center frequencies of resonant responses by conformal FD-TD model is essentally the same as c or the
1-2% for Q fae-.-ors of 30 to 80, and can possibly introduce old staircase FD-TD model since only a few/. components
spurious nulls [25]. In the area of scattering by convex immediately adjacent to the target surface require a slightly
shapes, the ue of stepped-surface approximations has lim. modified time-stepping relation.
ited application of FD-TO in modeling the important class E f

0 of targets where surface roughness, exact curvature, and . langed Metal Open Cavty [20], [31]
dielectric or permeable loading are important factors in Here we consider the interaction of a TM-polarized plane
determining the radar coss section. wave obliquely incident upon a flanged metal open cavity.
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Fig. 7. Comparison of FD-TD and exact surnmed-eigentunction solutions for surface
electric current distribution induced on a k0a a 5 circular conducting cylinder (conformal
FD-TD model used, 0.05 wavelength grid cell size). (a) TE case, azimuthal Curren(. (b) TM
case. longitudinal current (27).

The open cavi(y is formed by a flanged parallel-plate wave- 9 shows a similar comparison for the bistatic RCS pattern0
guide having a plate spacing a RN1 mi, short-circuited by a due to the induced aperture field distribution. Agamn, good
metal plate located at adistanced -1 m from the aperture. agreement is noted.
At the assumed illumination frequency of 382 MHz, ka -
kd - 8. and only the first two TE waveguidle modes prop- V. FO-TD MOOELING VALIDATIONS FOR CANONICAL TmHREE-
agate within the open cavity. An oblique angle of incidence DIMENSIONAL TARGETS

a - 300 is assumed for this case. Analytical, code-to-code, and experimental validations
Fig. 8 comnpares the magnitude and phase of the pene- have been obtained relative to FD-TD modeling of a wide

trating electric field within the cavity 213 m from the aper- variety of canonical three-dimensional structures, includ-
ture computed using FD-TD to that obtained analyticaliy igcbs ltpaecre elcos n prueprusing a cavity modal expansion and 3n-surface radiation ingt cuefavtieplatescreelectdvldtors, andl apertue-pdere.
condition (OSRC) theory (31). Good agreement is seen.1 Fig. fraecviesSlctdaiaiosilbeeiedhr.

'It should be noted that the results obtained using the cavity A.MtlCbBodieIcene[3
modal expansion and OSRC represent a good approximation, but Results are now shown for the FD-TD computed surface
not a rigorous solution. elect'ic current distribution on a metal cube subject to
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Fig. 8. Comparison of FD-TD and modaIIOSRC approximate solution for penetrating
electric field distribution 213 mn within flanged open c.'vity. (a) magnitude. (b) Phase 120),

* (31).

plane-wave illumination at broadside incidence. The elec- graphed along two s~raight-line loci along the cube: abcd,
tric current distribution is compared to that computed by which is in the plane of the incident magnetic fielr, and
a standard frequency-domain Mom code which discretizes ab'cd, which is in the plane of the incident electric field.
target surfaces using triangular patches. it is shown that a Fig. 10compares the FD-TD and Mom results for the mag-
very high degree of correspondence exists between the two nitude and phase ot the "looping" current along ab'c'd.
sets of predictive data. The FD-TD values agree with the high-resolution mom data

The detailed surface current study involves a cube of to better than ±2.5% (±0.2 c18) at all comparison po~ints.
electrical size k0s = 2, where s is the side width of the cube. Phase agreement for the same sets of data is better than
For the FD-TD model, each face of the cube is spanned by t 10. (The low-resolution Mom data have a phase anomaly
20 x 20 space cells, and the radiation boundary is located in the shadow regio i.) In Fig. 11, comparably ekcellent
at a uniform distance of 15 cells from the cube surface. For agreemnt~n is obtainer, for the z-directed current along Y-d

* the Mom model, '.ýach face of the cube is spanned by either but only after incr'; poration of an a priori edge-correction
18 or 32 triangelar patches to test the convergence of the term in the MOM code [32] to e-'able it to properly model
mom mode!. Comparative results for surface current are the current singularities at the cube corners b and c.
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Fig. 9. Comoiarison of FD-TD -nd modal/OSRC approximate solution for bistatic radar
cross section due to induced aperture field distributior, of flanged open cavity [201, [311.

2.0 B. Flat Conducting Plate, Multiple Mfonosta tic

Observations I174j, [24)

We next consider a 30 x 10 x 0.65 cm flat conducting
z -F.t0o0S~.c~iplate target. At 1 GHz. where the plate spans 1 x1 3 \.;. a

Par 460 oco)comparison is made between FD-TD and MAoMl results for
.0 (ou* Trcogwili, ftco P the monostatic RCS versus observation-angle 'look-angle)

W10 et 132 14 an azimuth, keeping the elevation angle fixed at 90: as shown
co" ecs.2" aago estra Iin Fig. 12(a). Here the FD-TD model uses a uniform cell size

of 0.625 c X0/48., forming the place by 48 x 16 x 1 cells.

00 The radiation boundary is located at a uniform distance of
00only 8 cells from the plate surface. For the MioM1 model, a

6 study of the convergence of the computed broadside RCS
(al indicates that the plate thickness must be accounted for by

0' using narrow cide patches, and the space resolution of each
01 patch should be finer than approximately 0.2 X0.As a result,

the MOM model forms the plate by :0 x 3 x 1 divisions,
yielding a total of 172 triangular surface patches. Fig. 12(a
shows excellent agreement between the two models, within
about ±0.2 d1B.

.10 . At9 GHz, the plate spans 9 x 3 X0,and the useof theMo~m
model is virtually precluded because of its large cornpu-
tational burden. If we follow the convergence guidelines
discussed, the plate would require appproximately 50 x 13
x 1 divisions to properly converge, yielding a total of 3260

triangular surface patchesand requiring the generation and
... inversion of a 4890 x 4890 complex-ýalued system matrix.

On the other hand, FD-TD remains feasible for the plate
aat 9 C) ,.. Choosing a uniformn cell size &i 0 3125 cm (k,

10.667). the plate is formed by 96 x 32 x 2 cells- With the
W01A hase ow~ly radiation boundlary again located only8 ce/its from the plate.SOO.. surface, the overall lattice size is 112 x' 4.8 x 18, containing

(b) 580 608 unknown field components (real numbers). Fig.
Fig.10.Comarion f F-TD nd FIEMomresltsfor12(b) shows excellent agreement between the FD-TD results

sairtace -_ ctric current distribution induced along f.plane and measurements c,. the monostatic RCS versus look-angle6
locjsofa perfectly conducting cube of size k0s - 2.l(a) mag. azimuth perrormed in the anechoic chamber (aculity oper-
nitu e. to) Phase [131. ated by SRI International. Thc observed agreement is within
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174],corner reflector physics. This is complicated by the fact that
1,e0 last consider the monostatic RCS pattern of a crossed- the sides of the corner reflector have unequal lengths (3>,o

plate target comprised of two flat conductirng plates elec- versus 4.5X0), and further the target is not simply a single
trically bonded together to form the shape of a T. The m in corner reflector, but actually two corner reflectors, back to

*plate has the dimensions 30 x 10 x 0.33 cm and the "bisect- back.
ing'' fin has the dimensions 10 x 10 x 0.33 cm. (Due to a For this target, the FD-TD model uses a uriform cell size
con3truction error, the centerline of the bisecting fin is of 0.3125 cm A0~10.667), forming the main plate by 96 x 32
actually positioned 0.37 cm to the right of the centerline of x 1 cells and the bisecting fin bý 32 x 32 x 1 cells. With
the main plate. This is accoun*:-d fur in the FD-TD model.) the radiation boundary again located onh'8 cells from the
The illumination is a 9.O-Gfiz r~lane wave at 90W elevation target's maximum surface extensions, theoverall l~attice size
angle, polarized TE with respect to the main plate. Thus the is 112 x 48 X 48 cells, containing 1 548 288 unknown field
entire T-shaped target spans 9 x~ 3 x 3 X0 Note that mono- components, and encompassing a total volume of 212.6
static RCS observations at azimuth angles iti between 900 cijbic wavelengths. Starting with zero-field initial condi-
and 1800, as defined in Fig. 13, are influenced by substantial lions, 661 time steps are used per monctstatic observation
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Fig. 13. Experi mental validacion of FO-TO modeling predictions of r'onostatic radar cross
section versus azimuth for c rossed-plate target at 9 G4 z; main plate size 9 x 3wavelengths.
bisecting tin size 3 x 3 waveleng'hs) (141, (240.

to attain the sinusoidal steady state, equivalent to 31 cycles plex electromagnetic wave interactron problems. Two of
of the incident wave. at 9.0 GHz. these are reviewed briefly.

Fig. 13 compares the FD-TD predicted monosratic RCS
values at 32 key look-angle azimuths uetween 01 and 1800
with measurements performed by SRI International. Tnese A. L;HF Penetration into a Corrmplex Missile Seeker
azimuths are selected to detine the major peaks and nulls Section 151, [71
of the monostatic RCS pattern. It is seen that the agreement Here FO-TO is applied to model the penetration of an
Is again excellent: in amplitude, within about 1 dB over a axially incident 300.MHz plane wave into a metal-coated
total RCS-pattern dynamic range exceeding 40 dB: and in missile guidance section. The FD-TD model, shown in Fig.
azimuth, withir. 11 in locating the peaks and nulis of the RCS 14, contains the following elements; 1) m,'gnesium fluoride
pattern. Note especially the fine agreement fjr azimuths infrareddome2hiiberglassnoseconeandisexternalmetal
ereater than 110", where the asymmetrical corner reflector coating, 31 circular noss aperture lust bank of the infrared

induces an enhancement of the monostatic RLS response dome, 4) head coil assembly, Sr cooled detect tr unit with

with substantial fine-grained detail in the RCS pattern. As enclosing phenalic ring, 61 preamplifier can, 71 wire bundle

of the publication of [14]. this case (and similarcases studied con ing thecoled deeco u t preamplifiercwnd

ili (241) represented the largest detailed three-dimensional connecting the cooled detector unit to the preamplifiertcan
riumerical scattering models of any type ever verified 8) wire bundle connecting the preamplifier can to the metal

backplane, 9) longitudinal mneial support rods, and 10) cir-
wherein a uniformly fine spatial resolution and the abiity cimferential sleeve-fitting aperture, loaded with fiberglass,
to treat nonmetallic composition are incorporated in the where the seeker section joins the thruster. The fiberglassmodel. hr h ekrsc~nitstetrse.Tefbrls

structure ot the nose cone and its metalization are approx-

VI. PCTE-J-IAL of FD-TD 3R MODELING VERV COMPLEXi imated in a stepped-surface manner, as is the infrared dome.

For this target, the FD-TD model uses a uniform cell size
of 1/3 cm (V0300), with an overall lattice size of 100 x 48 e

Two characterisics of FD-TD cause it to be very prom- 24 cells containing 690 000 unknown field components. (A
ising for numerical moc:eling of electromagnetic wave single symmetry plane is used, giving an effective lattice
interictions with very complex objects. 1) Dielectric and size of 100 x 48 x 48.) The model, implemented on a Con-
permeable media can be specified independently for each trol Data STAR-100 (the available supercomputer at the
electric and magietic field vector component in the three- time), was run for 1800 time steps, equivalent to 3.0 cycles
dimensional volume being modeled. Since there may be of the incident wave at 300 MHz.
tens of millions of such vector components ito large FD-TD Fig. 15 plots contour maps of the FD-TD computed field
modo!ls, inhomogeneous media of enormous complexity vector components at tne symmetry plane of the model. An
ctn be specified in principle. 2) The required computer important observation is that the wire bundles connecting
resources for this type of detailed volumetric modeling are the cooled detector unit, preamplifier can, and metal back-
dimensionally low, only of order .', where N is the number plane are paralleled by high-level magnetic field contours
of space cells in the FD-TD lattice. [Fig. 15(b)]. This is indicative of substantial uniform current

The emergence of supercomputers has recently permit- flow along each bundle. Such current flow would generate
ted FO-TD to be •eriously applied toa number of verycom. locally a magnetic field looping around the wire bundle
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Fig. 14. Three-dimension~al 1`040 model cI missile seeker section showing component
maierials. iap hit vertical svmmelrý plane. (bi At horizontal observation plane (5), (71.

which, when "cut" bv the svmmetry, plane, snows up as B. Whole-Body Human Dosimetry at VHF and U/HF
*parallel field contours spaced equally on each side of the Frequencies [331, [34]

bundle. Using a simple Ampere's law argument, the corn- Here FD-TD is applied to model the penetration of plane
mon-moder bundle currents can be calculated, thus obtain- waves at VHF and UHF frequencies into the entire human
ing a key transfer function between free-field incident UHF body. Directly exploiting the ability of FD-TD to model
plane-waNve power density and coupled wirecurrents within media inhomogeneities down to the space-cell level. highly
the loaded seeker section [5]. This transfer function is useful realistic three-dimensional FD-TD tissue mcdels of the
for studies of intersystem electromagnetic compatibility complete body have been constructed. Specific edecis'ic'
and vulnerability to hieh-power microwaves, parameters are assigned to each of the electric field vector

Although th- iti, etel~er model was structured to components at the 16 000 to 40 000 space cells comprising
demnonsirat f~i 'apao~ilit L); FD-TD to map fields pene- the body model. Assignments are based on detailed rross-
tralinr Mio complex structure hav~ng multiple apertures section tissue maps of the body (as obtained via cadaver
arJ f_1ii1:c internal engineering details, it should be studies available in the medical literature), and catal:_,ec
urcle-5*ocd that the full bistatic RCS pattern of the target measurements of tissue dielectric properties. Uniform FD-
is available as a 'by-product"' with tirtually no additional TD space resolutions asfine as 1.3cm throughout theentire
effort- Further, with the 1:3.cm space resolution used, the human body have proven feasible with the Cray-2 super-
FD-TD penetration!RCS model discussed is useful up to 9 computer.
GHz. Fig. 16, taken from (34], shows the FD-TD computed con-

A98

*694 PROCEEDINJGS OF Ti- IEEE(. VOL 7", NO. 5. MvAY 1989



4-1

,. 0

0 0 N

........... 0

rC-

Z.0
LA0

02U6361

A99

TAFLVE NO MASHNKA. F-TO UMEICA MODLIN 69



tour maps of the specific absorption rate (SARI distribution iilustrate the high level of detail of local features ot the SAR
along horizontal cuts through the head and liver of the distribution that is possible via FD:-rD modeling ior highly
three-dimensional inhomogeneous human model. In Fig. realistic tissue models. Sy implication, these results also
16(a) the incident wave has a power density of 1 mWi'cm 2 show the applicability of FD-TD modeling to outtraccomplex
at 350 MHz, while in Fig. 16(b) the incident wave has the electromagnetic wave-absorbing media for RCS mitigation

*same r -)wer density but is at 100O MHz. These contour maps technology.

1 AWICm 2 Plant Waye power density

10

160

tOO PMilo

06
20

1 med/Cm2 Plant wave power density

Akre

lb;
Fig. 16. FD-TD computed contour maps of specific absorption rue e SARi due to pen.
etrating electromagnetic fields within a highly reaiistic three-dimerisoon &I modei of the
entire human body. (a) Along horizonial cut through head at 350 MHz ibo Along horizontal
cut through liver at 100 MHz 1341.
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The FO-TO method is naturally suited tar large-scale pro- 3 funing line indlitaled in the. tabl)iIf to 5-,\, .lJ-s ih1re-t-

cessing by state-of-the-art vector superconmputers and ccon- dlimensional targets contaiflingnifeiitcrdt'r of IMN iJUtl tII)ic

current processors. This is because essentially all ot the %%avelengths indicates e5ýential wic'aibilit% kvilh nou iLiriltcr

arithmetic operations involved in a t~,pical FD-TD rutn can impro'~ements in CraNy technologN b)tnond Ole Cray- 11 It i

be vectorized or cast into a highlv concurrent format. Fur. clear that succeeding generation-, ci such machine, iiiIl,

ther, he orderi.%) demandtforconipu ter meniorio ndclock 1990s and beyond vil ol permit routinieengifict-rng usda :L t i
cycles w~here N' is the number of lattice space cells is FD-TD tor modleling general electitiuagneitc `6vase iittcr-

dimen-ounatlk to-.- and permits three-dimensional FD-TD ations.(nldn Ciivkn lcrclyat tu
models of arbitrary targets spanning 30-100 k, to be antic- lrs
ipated in the early 1990s. B rhe Connectiot? Machine

A. CraY-Based Processin8 An interesting prospec! that has recentlyi arisen is the

Let us now consider running times ot present FD-TD reductionaol the ordertON )compu tat ional burden of FD-TD
codes implemented on Cray supercomputers. Table 5 lists to order (,% ' 1. This passibiltv, is a conwequenc.e ot the
running times tor modeling one monostatic RCS obser- appearance ot the Connection Machine iCtI). vihiih has

tens at thousands of sImp~e pro( esios and asso~i..ated bit-
wi.se memories arranged in a highly enicient manner tar

Table 5 Running Times at Present FD-TD Codes ror 9 processor-to-processor communication. li'lith the CM, a
3 x3 k, T.Shaped Target __________ single processor could be assigned to store and time-step

%lachine Running Time a single row ot vector tield components in a three-dimen-
VAX 1. 60 (o foatig-pintacceeraor) 0 hurssional FD-TD space lattice. For example. 1 300 000 proces-

Crav-2 (single processor. using VAX Fortran 12 minutes sors would be surnicient to store the six Cartesian com-
codet ponents of f and H ftor each ot the 300 x 300 rows at a cubic

Cray-? (single processor. some code 2 minutes lattice spanning 30 k) (assuming 10 cells; No, resolution). FD-
optimization) TD time stepping would be pertormed via row operations

Cray Y-,%iP isirigle processor. optimized code) 72 secondsmapdotthinvdulC prcsr.Teerw
Cray Y-MP teight processors) 9 secondsmppdotthinvdulC prcsosTeero
Cray-3 (sixteen processors) 3 seconds -et~ operations would be performed concurrently. Thus for a

1)lS3mito unknown field componenis 66 1 time stip nited number of time steps, the total running time would
2t Comipltee lime histoey oft he near ireldt computed. frorn zefr.i~etd be proportional to the time needed to perform a single row

initiai conditions to the sinui~oidii 41eadv aice operation, which in turn would be proportional la the num-
3t Complete bstaticRCS phtternis obtanedror a sngle, 11uminat.oniargle ber at tield vector components in the row, or order t ).\

at a siongle trequencs
41 Runningtimes areincreased bySO. 100% tin impulsiveeoinsh For the 50-Xo cubic lattice noted above, this would imply

fast Fourier trlonsicr'i is used io obtain the bisftaic RCS pattern at a mvii. a dimensional reduction oi the computational burden trom0
topictivi of frequenctie within the spetrtuml of the imtpulsive illumintiton order (5001) to order (300?. a tremendous benefit. As a result,

it is conceivable that a suitably scaled Cm could model one
valion of the 9 x 3 x 3 X. T-shaped target discussed in Sec- monostatic RCS observation angle of a 50-Xo three-dimen-
lion V-C. (Recall that this model involves an overall lattice sionaltargetinoinlva few secondsachieving eirective float-
volume of 212.6 cubic wavelengths containing 1 548 288 ing-point rates on the order of 100 gigiattops 110 or more
unknown field vector components time-stepped ifrom zero. complete Crav-3s). For this reason, FD-TD algorithm devel-
field initial conditions to the sinusoidal steady state over opment for theCM is apromising areaot researchtocrdlevel-
661 time steps,) Five computing systems are listed in the oping ultralarge numerical models of general electromag-
table. The first is the Digital Equipment VAX M1780 without netic wave interactions, including RCS.
floating-point accelerator. The second is a single processor
of the Cray-2, using the VAX Fortran code either directly or 'vIII. Co%cccsiO%
after some optimization to rake Advantage of the vector- This paper has presented a number of two- and three-
iZation and memory capabilities of the Cray-2.The third and dimensional examples of FD-TD numerical modeling of0
fourth are, respectively, si ngle- processor and eight-pro- ectoanicwv atrngndperto-Th
cess-or versions of the CrayY-MP, using optimized Fortran.. eljects omagneti ravged scattrerirgmandmplengetrton.ethec
The fifth is the lb-processor Cray-3, scheduled tor initial shapets modelted raned inntuefrmsmplex eopcn geometricals
usage in late 1989. (Running time for this case is estimated.) hpst xrmlycmlxarsae n ilgclss

Tabl 5 eveas a extaorinar reuctin o FD- rn- temns. in all cases studied to date where rigorous analytical,
nigtable pe revealsan e Rtraordinryvrdution thftFD-TD crun- code-to-code, or experimental validations were possible,

flin lie pr mnostticRCSobsrvaion hathasccured FD-TD predicrivedata for near fields and RCS were in excel-

tent agreement with the benc.hmark data. With continuing
'hMultiprocessirigon the Cray Y-MP can be trivially accomplished advances in FD-TD modeling theory for target feature5 rel-

for this irtowii relatively small target by simultaneously placing eignt eatt h C rbe.adwt otnigavne
indiiidual processes, each representing one monustlic obser. vn oteRSpolm n ihcniun cine
vation angle. on the eight individual processor-, oi the machine. in~ vector- and conc urrent-processing supercomputer tech-
For 'he muoch !arS-r tar~ets ot current arid tututc ntcf.esI. :h:i pro. notoigv. it .s liket~l, hat FD-TD numerical motfiri- rig "ill
cedure will not work because of memory conflict,, between pro- oLcupy an important ptace tn RCS technology in 1;-e 1990s
cessorfs Such targets wilt require only a single FD-i'D pro~ess to adbrn sh edfrdtie oesltredmnbe runcon the mnachine, with the computational burden for thisone adbyn stene rdlte oesftredmn
process shared bs, the available processoirs. Analogo~uis tatements stconal i-omplex material structures spanning 50 A,, or more
can be made tor the lb processor Cray.1 becomes critical.
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Absract c. Three-dimensional T-shaped conducting target.
monostatic RCS pattern

This paper reviews recent applications of the d. Trihedral metal corner reflector, monostatic RCS
finite-difference time-domain (FO-TD) numerical modeling
approach for Maxwell's equations. FD-TO is very simple pattern
in concept and execution. However, it is remarkably -- Bare metal case
robust, providing highly accurate modeling predictions Coated with a commercially available three-
for a wide variety of electromagnetic wave interaction ly C adwi absongerial Av b h
problems. The objects modeled to date range from simple layer radar absorbing material (RAM)
2-D geometric shapes to extremely complex 3-0 aerospace Each of these examples compares the rO-TO modeling
and biological systems. Rigorous analytical or experi- results with other data obtained via analysis.
mental validations are provided for the canonical alternative numerical procedures, or actual measure-
shapes, and it is shown that FO-TO predictive data for aentiv Numerica proedures, o actual measurenea fi lds and rad r c oss sec ion (RC ) a e i ex el- me nts. Nu merous other examples, including models of
near fields and radar cross section (RCS) are in excel- non-canonical aerospace and biological structures oflent agreement with the benchmark data. it is concluded great complexity, are available in the references.
that, with continuing advances in FD-TO modeling theory
for target features relevant to the RCS problem, and
with continuing advances in vector- and concurrent-
processing supercomputer technology, it is likely that 2. General Charactistics of FD-T
FO-TD numerical modeling will occupy an important place AS stated FO-TD is a direct solution of Maxwell'sin RCS technology in the 1990's and beyond. A ttd DT sadrc ouino awl'time-dependent curl equations. It employs no poten-

tials. Instead, it applies simple, second-order
I. Introduction accurate central-difference approximations C13 for the

space ano time derivatives of the electric and magneticAccurate numerical modeling of the radar cross fields directly to the respective differential opera-
section (RCS) of complex electrically-large objects is tors of the curl equations. This achieves a sampled-
difficult. Typical structures have shapes, apertures, data reduction of the continuous electromagnetic field
cavities, and material compositions or coatings which in a volume of space, over a period of time. Space and
produce near fields that cannot be resolved into finite time discretizations are selected to bound errors in
sets of modes or rays. Proper numerical modeling of the sampling process, and to insure numerical stability
such near fields requires sampling at sub-wavelength of the algorithm (2). Electric and magnetic field com-
resolution to avoid aliasing of magnitude and phase ponents are interleaved in space to permit a natural
Information. The goal is to provide a self-consistent satisfaction of tangential field continuity conditions
model of the mutual coupling of all of the electrically at media interfaces. Overall, FO-TD is a marching-in-
small regions (cells) comprising the structure,. even if time procedure which simulates the continuous actual
the structure spans tens of wavelengths in three waves by sampled-data numerical analogs propagating in
dimensions, a data space stored in a computer. At each time step.

the system of equations to update the field components
A candidate numerical modeling approach for this is fully explicit, so that there is no need to set up

purpose is the finite-difference time-domain (FD-TD) or solve a system of linear equations, and the required
solution of Maxwell's curl equations. This approach is computer storage and running time is proportional to
analogous to existing finite-difference solutions of the electrical size of the volume modeled.
fluid-flow problems encountered in computational aero-
dynamics in that the numerical model is based upon a Fig. la illustrates the time-domain wave tracking
direct solution of the governing partial differential concept of the FD-TO method. A region of space within
equation. Yet, FO-TD is a non-traditional approach to the dashed lines is ;elected for field sampling in
numerical electromagnetic modeling, where frequency- space and time. A. time , 0, it is assumed that all t
d:.ain approaches have dominated, fields within the iumerical sampling region are identi- A

cally zero. An Incident plane wave is assumed to enterOne of the goals of this paper is to demonstrate the sampling re~ion at this point. Propagation of the
that recent advances in FD-TD modeling concepts and incident wave is modeled by the commencement of time-
software Implementation, combined with advances in stepping, which is simply the Implementation of the
computer technology, have expanded the scope, accuracy, finite-difference analog of the curl equations. Time-
and sieed of FO-TO modeling to the point where it may be stepping continues as the numerical analog of the e
the preferred choice for certain types of scattering incident wave strikes the modeled target embedded with- c
problems. With this in mind, this paper will succinctly in the sampling region. All outgoing scattered wave t
review the following FO-TO numerical modeling applica- analogs ideally propagate through the lattice trunca-
tionS dtaling with electromagnetic scattering by tion planes with negligible reflection to exit the p
canonical two- and three-dimensional targets: sampling region. Phenomena such as induction of sur-

face currents, scattering and multiple scattering,a. Circular dielectric/ permeable cylinder, conformally penetration through apertures, and cavity excitationmodeled
are modeled time-step by time-step by the action of the c

b. Metal cube, broadside incidence curl equations analog. Self-consistency of these n
modeled phenomena is generally assured if their spatial

0018-9 464/89/0700.3086S01.00ýL1989 IEEE
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t ttice Truncation Pio4aI vector components, and vice versa. This arrangement
invisible To All Waves) permits not only a centered-difference analog to the

space derivatives of the curl equations, but also a
natural geometry for implementing the integral form of

,- ......... •- - - yJI aFaraday's Law and Ampere's Law at the space cell level.
This integral representation permits a simple but
effective modeling of the physics of Smoothly curved
target surfaces, as will be seen later.

ScAr for" Fig. 2 illustrates how an arbitrary three-
Sructurery Wave dimensional scatterer is embedded in an F0-T0 space

Stutr lattice comprisedof the unit cells of Fig. lb. Simply.
a , Athe desired values of electrical permittivity and con-

ductivity are assigned to each electric field component

Ificidn :of the lattice. Correspondingly, desired values of

Mlane Wave, - - magnetic permeability and e,;qivalent loss are assigned
to each magnetic field component of the lattice. The

a media parameters are interpreted by the FO-TO program
L - '-yoO as local coefficients for the time-stepping algorithm.

I Specification of media properties in this component-by-
component manner results in a stepped-edge approxima-

z,1/28 x (1 1/2)8 tion of curved surfaces. Continuity of tangential
fields is assured at the interface of dissimilar media

(a) with this procedure. There is no need for special field

matching at media interfaces. Stepped-edge approxima-
tion of curved surfaces has been found to be adequate
in the FO-T0 modeling problems studied in the 1970's

2 Yand early 1980's. including wave interactions with bio-
logical tissues (43, penetration into cavities (S - 7].
and electromagnetic pulse interactions with complex

E structures (8- 0]. However, recent interest in wideE dynamic range models of scattering by curved targets has
prompted the development of surface-conforming FD-TO
approaches which eliminate staircasing. One such will
be summarized later in this paper.

14 A

"E I/ So

I o / ,,

ro-. TO i

X (b) u Gy

Fig. 1. Basic ele'onts of the FD-TO space lattice:
(a) time-dccmeain wave tracking concept;

(b) lattice unit •11 in Cartesian coordinates (1I. /

and temporal variatio-s are well resolved by the space 0.0/.00

and time sampling prozisi.
X

Time-stepping is continued until the desired late-
time pulse response or stval-y-stiTo behavior is achieved.
An Important example of •ho latter is the sin1UsoIdA¶ Fig. 2. Arbitrary 3-0 scatterer embedded

steady state, wherein the Inc.dant wave is #':ju.•d tc in the FO-TO space lattice.
have a sinusoidal dependence, and tislwrte,-,)ng is con-
tinued until all fields in the sampling region exhibit
sinusoidal repetition. This is a consequence of the Fig. 3a illustrates the division of the FD-TD lat-
limiting amplitude principle (3]. Extensive numerical tice into total-field and scattered-field regions. This

experimentation with FD-T0 has shown that the number of division has been found to be very useful since It
complete cycles of the Incident wave required to be permits the efficient simulation of an incident plane
time-stepped to achieve the sinusoldal steady state Is wave in the total-field region with arbitrary angle of
approximately equal to the Q factor of the structure or incidence, polarization, time-domain waveform, and
phenomenon being modeled, duration (11, 12). Three additional important benefits

arise from this lattice division, as follows:
Fig. lb Illustrates the positions of the electric

and magnetic field components about a cubic lattice unit a. A large near-field computational dynamic range i5

cell (1]. Note that each magnetic field vector compo- achieved since the scatterer of interest is embedded in

nent is surrounded by four circulating electric field the total-field region. Thus, low actual field levels

A105
6



0m 3088

Region I puted using the centered-differencing approach because

Inercin,:; ,Total of the assumed absence of known field data at points
Intratin 4 Fields outside of the lattice truncation. These data are needed

Structure to form the central differences. Therefore, an auxiliary
lattice truncation condition is necessary. This condi-

-- Region 2 tion must be consistent with Maxwell's equations in that

Connect ing.- Scattered an outgoing scattered-wave numerical analog striking the
Cufnectmg-. Andtruncation must exit the lattice without appreciable
Surf oce And Fields non-physical reflection, just as if the lattice
Pone Wove truncation was invisible.

It has been shown that the required lattice trunca-
Lattice tion condition is really a radiation condition in the

(a) TruncatiOn near field (IS- 17). A very successful second-order
accurate finite-difference approximation of the exact
radiation condition in Cartesian coordinates was intro-
duced in [Ill. This approximation was subsequently usedin a variety of 2-D and 3-D FO-TD scattering codes (12 -

(1o0. AS) 14), yielding excellent results for both near and far
-.1 fields. (For example, all FD-TO results in this paper

®•, 0) ® were obtained using this approximate radiation condition.)
However, recent interest in wide dynamic range models of

I IN iscattering has prompted research in the construction of
even more accurate near-field radiation conditions,

to S.J I including fixed third-order accurate approximations
I N(18, 19), adaptive conditions [20). and predictor-

h corrector conditions (21k. The goal here is to reduce
5CATTLiP~ I the numerical lattice background noise due to tion-

g ZEMO FIELDS physical reflections of wave analogs at the latticeOlCT truncations by at least 20 d8 relative to that of [Ili.
------ 7- A -- A------

SOUOAY'~ sH Ma- 804 3. Scatterfna Prediction for Canonical Targets
(b)

Analytical, code-to-code, and experimental valida-
tions have been obtained relative to FO-TO modeling of a

Fig. 3. Zoning of the FO-TO space lattice: wide variety of 2-0 and 3-0 structures (22). Both con-
(a) total-field and scattered-field regions [11. 12); vex and reentrant (cavity-type) shapes have been studied;

(b) near-to-far f. ld integration surface located and structure material compositions have included perfect
In the scattered-field region (12). conductors, homogeneous and inhomogeneous lossy dielec-

trics, and anisotropic dielectric and permeable media.
Selected past and new validations will be reviewed here.

in shadow regions or within shielding enclosures are
computed directly without suffering subtraction noise a. Circular Dielectric/ Permeable
(as would be the case if scattered fields in such regions Cylinder. Confot-mily Modeled
were time-stepped via FD-TO, and then added to a cancel-
ling incident fie-dtoobtainthe low total-field levels.) The interleaving of E and H field components in the

FO-TD lattice permits the construction of generalized
b. EImbedding the scatterer in the total-field region Faraday's Law and Ampere's Law contour paths which can
permits a natural satisfaction of tangential field con- be adjusted to exactly conform with a Smoothly curved
tinuity across media Interfaces, as discussed earlier, target surface. An example of this is shown in Fig. 4.
without having to compute the incident field at possibly In this manner, slightly modified time-stepping expres-
numerous points along a complex locus that is unique to sions for the field components at or adjacent to the
each scatterer. The zoning arrangement of Fig. 3a re- target surface are derived from the Integral form of
quires computation of the incident field only along the Maxwell's equations. All other field components in the
rectangular connecting surface between the total-field
and scattered-field regions. This surface is fixed,
i.e., independent of the shape or composition of the
enclosed scatterer being modeled, E,1

c. The provision of a well-defined scattered-field A

region inthe FO-TO lattice permits the near-to-far field I
transformation depicted in Fig. 3b. The dashed virtual :1
surface shown here can be located along convenient lat- (YA !I '

1  
t

tice planet in the scattered-field region of Fig. 3a.
Tangential scattered E and H fields computed via FO-TO
at this virtual surface can then be weighted by the .. -......
free-space Green's function and then integrated (summed) A 11
to provide the far-field response and RCS (full bistatic
response for the assumed illumination angle) (12- 14).
The near-field integration surface has a fixed rectangu- t f . I ., ,
lar shape, and thus is independent of the shape or com 2-
position of the enclosed scatterer being modeled. " 2 : E,

Fig. 3a uses the term "lattice truncation" to des-
ignate the outermost lattice planes In the scattered-
field region. The fields at these planes cannot be com- Fig. 4. Faraday's Law contour paths for conformal

FO-TO modeling of a smoothly curved target, TE case
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Circular dielectric cylinder surface require a slightly modified time-steppingTE, - cage relation.

3 3., 2ý b. metal Cube, Broadside Incidence [13]

3,00 5 s
) Results are now shown for the FD-TD computed surface

Z 0electric current distribution on a metal cube subject to
plane-wave illumination at broadside incidence. The

current distribution Is compared to that computed by a
standard frequency-domain, electric field integral equa-

Z 200 tion (EFIE), triangular surface-patching, method of

w ,0 moments (MoM) code. It is shown that a very high degree
of correspondence exists between the two sets of

f 1.5 
predictive data.

U The detailed surface current study involves a metal

cube of electrical size k s 2 , where s is the side
1.00 width of the cube. For t~e FD-TD model, each cube face

is spanned by 400 square cells (20 x 20), and the radia-
tion boundary is located at a uniform distance of iS

00.50 cells from the cube surface. For the MoM model, each

Ll cube face is spanned by either 18 or 32 triangular
_J patches (to test its convergence). Fig. 6 graphs com-

LJo0.o0 parative results for thý "looping" surface current along

0.066 45.0 90.00 135.00 1. the E-plane locus ab'c'd . The F0-T1 values agree with
PHI the high-resolution MoM data to better than +2.5% (+0.2

(a) dB) in magnitude and +1" in phase at all comparison
points..

S2.50V')

LUJ
S2.00

Z -FO-T (400 5~ual cells

LU 1.50 P. MOMT,,angsarPtclws P
CWA FCIb ~, 162 x1642 M~atris

a MOM-(32 Triangular Patches pie

L) 1.00 Cuba frace. 2 S x 28 i Matrix)

01.00

0 .a b- C

L0.50 (a)

ab £

0.00 .

0.00 45.00' 90.00 135.00 180.00
PHI

(b)

Fig. 5. Comparison of conformal FD-TD model .10o-

and exact solution for TE illumination of a circular
dielectric/permeable cylinder: (a) surface electric

currents; (bW surface magnetic currents.

FD-TO lattice are time-stepped in the normal manner. In ,2 ,c
effect, only the space cells immediately adjacent to the C.

target surface are deformed to conform with the surface.

The accuracy of the conformal FD-TD model is illus-
trated in Fig. S. Here, a moderate-resolution Cartesian
F0-TO grid (having 1/20 dielectric-wavelength cell size) Moto Armmir
Is used to compute the surface electric and magnetic .3W r
current distributions induced on a k a - 5 circular
dielectric/permeable cylinder by a TE-polarlzed incident (b)
plane wave. Excellent agreement with the exact modal
solution is seen. Note also that the computer running Fig. 6. Comparison of FO-TO and EFIE/HOM results for
t ame for the conformal l D-TO model is essentially the the "looping" surface electric current along the

ae for the old staircase FO-TD model since only a E-plane locus of a perfectly-conducting cube:
f field corponents immediately adjacent to the target (a) magnitude; (b) phase C13J.

A107



* 3090

12
10(6

2-4. . t~

* ~ 0
-12

U Q

~ -20 ) FID-TO Modeling ReSUlts

.24 (Z m1n ,iaglB-PVKcssa CtaY*Z tift /point)

C

2-26 at each look angle)

0 -32

-36 , . ~*
00 200 40r 600 Soo 1000 1200 1400 'i0. so*'

I, Look Angle .eg.'ees Feom Oooaduide )

Fig. 7. Experimental validation of FD-TD modeling predictions of MOnostatic RCS vs. azimuth
*for the crossed-plate target at 9 GHz (mtain plate size =3 x 9 X0 bisecting fin size a 3 x 3 x 0 (14, 22).

c. Three-Dimensional T-Shaped Conducting Targect (14, 22) 32 x96x 1 cell5 and the bisecting fin by 32 x32x 1 cells.
The radiation boundary is located only 8 cells from the

We next consider the monoscatic RCS pattern of a T- target's maximum surface extensions, so that the overall
shaped conducting target consisting of a lOx30x 0.33 cm latticce size is 48x 112x48 cells, containing 1,548,288
main plate and a l1x 1O.ý 0.33 cm bisecting fin. Tne unknowa field components (212.6 cubic wavelengths).

* illumination is a 9.0-6Ht plar~e wave at 0* elevation Starting with zero-field initial conditions, 661 time
angle and TE polarization 'ralitive to the main plate, steps are used, equal to 31 cycles of the ini;dent wave.
Thus, the main plate spans 9.0 X Note that look angle
azimuths (as defined in Fig. ?) between 90* and 180' Fig. 7 compares the FO-T9 predicted monostatic RCS
provide substantial corner reflector physics in addition values at 32 key look angles with measurements performed
to the edge diffraction, corner diffraction. and other by SRI International. These look angles are sele%;ted to
effects found for an isolated flat plate. define the major peaks and nulls of the monostatic RCS

pattern. The sot-cement is excellent: in amplitude,
For this target, the FD-TD model uses a uniform cell within 1 dB over a 40-di, dynamic range; and in azimuth,

* size of 0.3125 cm (1 0I10.667), forming the main plite by within I' in locating the pattern's peak- aoid nulls.

20 6 S W. Lii. PEC
IJSIANA) -w/ AJJ-73

RAM
COATING

5;L

* 3. -20

-4

0 10 20 30 40 50 60 70 80 9OTH4ETA

(a) (b)
Fig. 8. Comparison of FD-TD and SOR results for tne monostatic RCS vs. elevation angle of a trihedral

corner reflector (both uncoated and with commercial RAM coating): (a) target geometry; (b) comparative RCS.
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d. Trihedral Corner Reflector (5] A. Taflove and K. Umashankar, "Evaluation of time-
domain electromagnetic coupling techniques," Final

We last consider the monostatic RCS pattern of a Repnrt RA0C-TR-80-251, Rome Air 0ev. Ctr., Griffiss
conducting trihedral corner reflector, both uncoated and AFB. NY. April 1980.
with commercial radar absorbing material (RAM) coating. A I A. Taflove, "Application of the finite-difference
The reflector consists of three, thin, 15 x 15 cm flat time-domain method to sinusoidal steady-state elec-
plates mountedatmutual 90* angles, as shown in Fig. Ba. tromagnetic penetration problems," IEEE Trans.
The illumination is a IC.0-Glz plane wave at 45" azimuth Electromacn. Compat., EMC-22, I91-202, Tug. ' '. 0
angle and 0-directed E field. Thus, the reflector spans (7) F. Taf e and K UmRshankar, "A hybrid ioment

S x 5 x 5 X * For the coated case, the RAM is assumed method/ finite-difference time-domain approach to
to be Emers 8 n & Cuming Type AN-73 (0.9525 cm thick, con- electromagnetic coupling and aperture penetration
sisting of 3 distinct lossy layers of equal thickness). into ccr•Iex geometries, IEEE Trans. Antennas

Propaat ., AP-30, 617-627, July 1982.
For this target, the FD-TO model uses a uniform cell (8) 1l A. R and, "Threde: a free field EMP coupling and

size of 0.25 cm (X 112), spanning each plate by 60 x 60 scattering code," IEEE Trans. Nuclear Sci., NS-24,
cells. The lattlc radiation boundary is located only 2416-2421, Dec. 19717.
12 cells from the target, so that the overall lattice C31 K. Kunz and K. Lee, "A three-dimensional finite-
size is 84 x 84 x 84 cells, containing 3,556,224 unknown difference solution cf the external response of an
field components (343 cubic wavelengths). Starting with aircraft to a complex transient EM environment: Part
zero-field initial conditions, 720 time steps are used, I," IEEE Trans. Electromagn. Compat., EMC-20,
equal to 30 cycles of the incident wave. 328-37, May 1978.

(10) 0. Meriwether, R. Fisher, and F. Smith, "On
Fig. 8b compares the FD-TD computed monostatic RCS implementing a numerical Huygen's source scheme in

pattern in the 9 plane (4 fixed at 45") with predictions a finite-difference program to illuminate scatter- *
made by a shooting and bouncing ray (SBR) code developed ing bodies," IEEE Trans. Nuclear Sci.. 'JS-27,
by Prof. S. W. Lee of the University of Illinois at 1819-1833, Dec. 1980.
Urbana. Excellent agreement is seen for the uncoated (11) G. Mur, "Absorbing boundary conditions for the
target case. For the RAM-coated case, both codes predict finite-difference approximation of the time-domain
substantial reduction of the RCS response. It is seen electronagnetic field equations," IEEE Trans.
that the predicted RCS patterns for this case are in ECectromagn. Coat., EMC-23. 377-382T-T*T-T'
gcd qualitative agreement. (12] K. Umashankar an A. Taflove. "A novel method to

analyze electrcr'agnetic scattering of complex *
4. Potential for Modeling Ultra-Colex Targets objects," IEEE Trans. Electromagn. Compat., E.MC-24,

397-405, Nov. 1982.

A graphic illustration of the potential of FD-TD for (13] A. Taflove and K. Umashankar, "Radar cross section

modeling sructures comprised of ultra-complex electro- of general three-dimensional scatterers,' IEEE_• oelng 'rctrescoprsedofulra-omle elcto- Trans. Electromagn. Compat., EMC-25, ; 3 3-T[4T-",

magnetic wave absorbing media is provided by the whole- TNs. 1 t8CC
body dosimetry work reported by the University of Utah (14] A. Tarfo ve K. 'rshankar, and T. =Vrgens "vali'a-

in (23]. Directly exploiting the ability of FO-TO to t1oA of K. Umodelng ar cross, secion

model media inhomogeneities down to the space-cell level, tion of FO-TD modeling of the radar cross section

and fully utilizing the speed and memory capabilities of of three-dimensional structures sdanning up to nine

the Cray-2, highly realistic 3-0 tissue models of the wavelengths," IEEE Trans. Antennas Propagat.,

complete human body at a uniform space resolution in the AP-33, 662-666, June 1985.

order of I cm have been constructed for the first time. (1I] B. Enyquist and A. Maida, "Absorbing boundary con-

Withcapbiltiesof upecompter exandig b at ditions for the numerical simulation of waves."With capabilities of supercomputers expanding by at Mah ap 31, 629-651, July 1977.

least one order of magnitude in the next decade, it is (16] . and C. Morawetz, "Solving the

likely that FO-TD numericai modeling will occupy an

important place in RCS technology in the 1990's and Helmholtz equation for exterior problems with

beyond. variable index of refraction: I," SIAM .. Sci.
Stat. Comput. 1. 371-385. Sept. i980.

(17) A. Bayliss and E. Turkel, "Radiation boundary
Acknowledgement conditions for wave-like equations," Commun. Pure

Appl. Math. 33, 707-725, 1980.
This work was supported in part by ONR Contract (18) L. Trefethen and L. Halpern, "Well-posedness of

N00014-88-K-0475, General Dynamics PO 4059045, and Cray one-way wave equations and absorbing boundary
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Abstract

The Finite Dirference-Tiie Domain (FU-TD) numeri-
cal technique fo, solving Maxwell's equations is mappe4
onto a massively parallel Single Instruction Multiple
Data (Sw![D) architecture. A Connection Machine' was

chosen over other contemporary SIMO machines as the
most promising candidate. The fundamental FD-TD algo-
rithm developed by Taf love is decomposed irto its
serial and parallel segments. Connection Machine
implementation is discussed in 4etail including
processor assignment, processor utilization, run
time, problem size, and future directions.

Introduction

FD-TD is an explicit time stepping finite differ-
ence formulation of Maxwell's curl equations that was

developed in the mid-1980's by Allen Taflove [11. Ic Figure 1. FD-TD Volumetric Grid
has broad applicability co the ;tudy of electro- Enclosing a Scatterer
magnetic scattering by three dimensional objects
because the scatterers can be closed or open, conduct-
ing, dielectric, inhomogeneou!, or znisotropic. The
,lgorithm has been validated against experimental data
on objects that exhibit scatter'ng physics at edges, .
corners, and cavity penetration. Agreements co within I' /

1 dB of experinental data have been reported for
scatterers that physically span 9 wavelengths and haze

bistatic scatterld/namic range of -.O dO ;11. Con-
sequently, FD-TD is certainly aoong the mort robust
scattering -redictiv, algoritams tmat .. re current~y -

available. If a parallel computer algorithm could b-
developed that could handle larger Rcatterers than
serial code and/or run faster than serial codes, then
this new development could have broad ýpplicability %o
the electromagnetics community. Figure 2. Yee FD-TD Lattice

FD-TD Algorithm preserve a large computational lynamir range. Scattered
lields are needed to obtain far field information. The

FD-TD models the propagation of a plane wave in a tvaveling wave incident fields get added at the inter-
finite volume of ApAce containing the electromagnetic face of rhe,e two - - rional reglont respecting
scatterer, Figure 1. A cubic cell spatial lattice causality.
grids the vo0lse under study. Although simplistic,
attempts to generalize the gridding procedure to a non- A problem b_.. ... is obtLinrd by time stepping the
uniform, scatterer surface conformal one have noc been difference eouations. As time elolves the inciuent
totally satisfactory because both the computational wave travels through space exciting the scatterer.
dynamic range and algorithm run tine degrade severely. Time steeping continues until steady gt:ce is =.-ieved
Alternative gridding techniques still remain .n area for all field componrf.is in the grit. At steady s~ate
for continued research. An exploded view of a typical all field cmponents ate sinusoiri. in time with con-
FD-TD cell appears in Figure 2, the well known Yee verged magnitudes and converged teltive phases.
lattice. Note that the E and H field components
are computed on a half cell stagge:e6 grid. This Update equations for the volume'tic grid decompose
fcrn-ilatlon guarantees second order accuracy in the into four categories: discretized Mixwell's equations

- difference equations that are being solved. Two for grid interior points, Mur update equations for E
computational regions a:e defined, a cotal field components at the interior points of the boundiry
region dnd a scattered field region. The total field rectangles, interpolation and extrapol'ation equations
region complete.Y encloses the scatterc:. in it, the for the edges of the boundary rectangles, and ?quations
total field gets updated computationally it order to for the incident fields. Nur update nqua:s".s ý21 are

0018.9464,;6 9.'000-2910SO1.00i1985 IEEE
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used to computationally terminate the volumetric grid. Mapping FD-TD onto the CM
Basically, they are discrete versions of a one-way wave
equation and are designed to -absorb- outgoing plane FD-TD was mapped onto the CM with two guiding
waves. In order to update a Mur boundary point to a principles: maximize tle size of the volumetric grid
new time, all nearest neighbor special values are that can be analyzed and minimize run time. Develop-
needed. Consequently, the Mur updates do not apply ment took place under the constraints that no on-line
for fiels along the edges of the volumetr'c grid. disk storage was available and that Al1 floating point
Edges are updated heiristically using an Interpolation arithmetic would be single precision (32 blc) so that 0
and extrapolation scheme on nearest neighbor data. the floating point coprocessors could be used. Zhe

first constraint arose because both development risk
Tha Connecting. Machine and time were high when the programming was started.

Cata vault software was new, unproven, and was avail-
The Connection Machine (CM) is a massively paral- able under an operating system that was less flexible

lel S•,HD computer manufactured by Thinking Machines than the one desired. Floating point arithmetic
Corporation in Cambridge, Massachusetts. C~s are using the coprocessors reduced run time by a factor of
hosted by serial computers that broadcast inetruc- lO--sufficiently attractive to warrant their use. 0
tions to it, and the same instruction is executed by Contrary to what mLght be expected, however, no
each processor on data in its own memory. A commer- compromise in desired accuracy is incurred. Single
cially available CM-2 contains a maximum of 65,536 precision ar4icLh c was demonstrated to support a
processors, each having 65,536 bits of dedicated computational dynamLc range of 40 dB and is believed
memory (63,995 bits are user addressable). Instruc- to support a range of over 60 db. The real trade vas

tions are bit oriented giving the programmer the against volumetric grid size because using Less than
unusual, but extremely useful flexibility co ma~ch 3: bits would frce memory for more grid points.
word length to suit desired dynamic range or to match
interprocessor message lengths. Floating point Step 1
coprocessorv are available, but at the present time
they support only 32 bit single precision &richmetic. The FD-TD algorithm is examined and broken into
An elapsed time for a completa cycle of arithmetic its algorithmic serial and parallel computational
(i.e.. retrieve operands, perform the arithmetic steps. Start by identifying the computational
operation, and store the result) of 40,sec is chronology at each time itep:
easily achievable, using n-n-optimized non-pipelined
code. Provided chat all 65k process'rs are product- update incident fields
ively computing, 1.6 gigaflops (65k/4Ops) establishes update interior H fields
a lower limit on the machine capability. Typical update inzerior E fields
performance for algorithms developed at 4R.I, inc. update rectangular boundary edges
is equivalent to a serial macbine performance of update rectangular boundary interiors
5 gigaflops, and peak performance rates equivalent test for steady state
to 28 gigaflops on a serial machine havi been
demonstrated. Eact, computational step above depends on the result

General processor-to-proessor communication is of the previous one. Unless the basic algorithm is
changed, these steps are sequential on both serial

available; however, for the al.orithm capabilities and parallel computers. All spatial points can
incorporated into the present model, only nearest theoretically be L i•ted simultaneously in each
neighbor processor communication is needed. All computational sae;. In the second stem, for example,
processors can get data from their nearest neighbors all three components of H can be updated simulta-
simultaneously, For a 32 bit message the elapsed time neously as well.
ranges from 30 msec to 140,s•ec depending on algorithm
design implying that a net memory transfer rate of S •

70 :ga'bits is possiole on a full machine.

Identify the roleks) to be played by each proc-
On-line disk storage (data vault) is available essor for each parallel step. This step is critical

up to 80 gigaby*.s for a 65k CM-2, ',ut at present it for robust parallel code development, Performance
is not compatibi; with all hosts. Software will be both in run time end problem size could vary by orders
available in the near future to remedy the situation, of magnitude among implementations. Returning to the

second computational step above. minimum execucion
The host computer plays an integral part in tim would result if each H field component and each

executin4 ajgorichms. Not only does it broadcast E field component at a grid cell were assigned to
instructions to the CM, but it can also read data out, individual processors. Such an assignment would greatly
peerform computations, and write data back to selected sacrifice problem size since each rD-TD cell wou'd
processors. This affords the user with flexibility co require six processors. Instead, the decision was made
use both serial and parallel computational capability, to assign each processor the role of updatiLng the three
as needed. H components and the three E components assigned to

each FD-TD cell, Figure 3. The trade here was in favor
Programs can be written on small (8k) machines of problem size at the expense of run time. Total

and can be run on larger machines without changing storage requirements needed to support computatione for 0
the code. This is a',complished by using the good each FD-TD cell sums to .536 bits, significantly
coding practice of exploiting the operating software less than -he 63,995 user addressable bits. Each
supplied machine constants. The concept of virtual processor can, therefore, by vircualized by a faccor
processors in also supported. Each physical p-ocessor of 39, the remaining storage being reserved 'or stack
can partition its memory by factors of 2 and assign to spaze.
each peraition a virtual processor ID. An 8k machine
can, therefore, act like a 65K machine provided that
each processor needs only 118 of a processor's physical
memory. Run time degrades with virtualization.
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Z those segments that employ only a fraction of the number
nf available processors, the edge and face updates, is

S...... . approximately 47 percent of the total time required to
service a plane. This suggests that the run time
improvement for the current algorithm is at best a

, .... factor of 2. Run time improvements by factors of 10 or
more will require a fundamental algorithm redesign.

*0'0-• _ 5. y

C.- '~
: Assessment cf Algorithm Performance

Performance assessment will touc' on the following
X topics; problem size as a function of machine size, run

Figure 3. Fields Assigned to a CM Processor time as a function of machine size, and comparison
between serial and parallel codes. The most succinct

Figure 4 summarizes the essential breakdown method for conveying results is to express them in terms
between the serial and parallel processing steps. of the number of PF-TD cells that fit into the CM's
Somw steps have been left out for clarity, i.e., random access memory (RAM). Otherwise, results would be
update of incident fields, convergence testing, and coupled to scatterer size and the desired solution accu-
computation of peak and phase for scattered fields, racy, since for fixed scatterer size sclution accuracy
but the breakdown fn Figure 4 captures the philosophy. in a function of the thickness of the scattered field

computational region. With the present code an 8k
processor CM can evaluate 38 planes of 62x126 cells
"giving a total FD-TD volume of 296,856 cells. A 65k
"processor CM can evaluate 38 planes of 2S4x254 cells for
a total of 2,451,608 FD-TD cells. The same code will
run on both machines at the some execution cime of
0.045 seconds/time step/virtual plane. Total run time
per time step is 38 times larger, 1.7 seconds/time step.

' ' '- Riun time is flat with the increase in machine size
* *.'--'-"- because the architecture is SIM4D. Run time does change

as the number of virtual planes change because the
Figure 4. Overview of Essential Parallel physical processors striall/ service the virtual proc-

asd Serial Steps essors that they represent. Benchmarks were run to show
that reducing the number of virtial planes by a factor

Assessment of Parallel Implementation of two also reduces the run time by a factor of two.
The largest scstterer studied and reported in the liters-

Each FD-TD cell neads only 1,536 bits for da,. ture as far as we are aware is the 91 cross tee plate
•storage. Creating virtual processors is clearly a good reported by Taflove (1) using a Cray based code. It was
idea; otherwise, the excess memory per processor would embedded in a 258,048 cell lattice. By comparison the
not get used. Now consider processing for an indivi- CM code can evaluate a computational lattice 9.5 times
dual plane. Let each plane be n cells by m cells, larger in volume on a full CH-2 in RAM. Furthermore, the
Then (n-2)(2-2) cells are interior ones, all getting CM code as currently written is somewhat more general
updated sii-i'taneoualy. Edge processors update next. because the lattice cells can be rectangular parallel-
Only four -rcessors are active independent st grid pipeds instead of Just cubes. If the CM code is
size. Clearly, this is poor utilization of the proc- restructured in the same way, lattice size would double
essors since only a small number are being used. The by another factor of two in volume and execution time

S true measure of its impact on overall performance is per virtual level would fall by roughly 10 percent.
the relative amount of time consumed compared to the
other grid update functions for each plane. Table 1 Summary
provides the dAta needed. Edge updates require nearly
half as much time to compute as the interior points do. The advent of massively parallel processors is
Updating the edges on the CM instead of the host was a still in itr infancy; the CM, in particular, being
poor choice, one that will be remedied In the next commercially available for only two years and being
version of the software. Face updstet. are computed based on technology that is 10 years old. Already,
using 2(n+%)-8 processors, on the order of the square we are compiling data that suggests parallel codes are
root of the number of available processors. Again capable of excaeding lattice sizes and executing faster
refsrring to Table 1, the conclusion is drawn that than even Cray based codes for lattice optimally matched
a significant amount of time Is raqulre4 to update the to the CM's memory. The applicability of parallel
face processors relative to the interior ones. This processing to grid based techniques appears to have a
does not imply that face updates should be performed bright future.
in the host, however, because the I/0 between the host
and the CH for the root of CM processors needed to References
service the faces may be too expensive. Algorithms
for face update run time reductions are currently (1) A. Taflove snd K. R. Umashankar, "Analytical
being examined. Models for Electromagnetic Scattering," FinAl

Technical Report RADc-TP-85-87 by ITT Resea.-cr
Table 1. Normalized Elapsed Time for Major Institute, Chicago, IL, to Rome Air Develop-

Parallel Program Segment@ ment Center, Hanscom APB, MA 01731 on Procure-
ment Number F19628-82-C-0140, 4ey 1985.

PROGRAM SEMNT NRM.ALIZED RUN TIME
i 4nterior updats 1 unit (21 G. Mur, "Absorbing Boundary Conditions for the

edge update .496 units Finite-Difference Approximation of the Time-
face update .402 units Domain Electromagnetic-Field Equations," IEE._•E

Trans. Electromso. Compea., Vol. EMC-23,
T1,e three program segments discussed above consti- Nov. 1981, pp. 377-382.

tute the core code that gets executed for each plane in A. Taflove was supported in part for this research
the FD-TD grid. The execution time required to service by NSF Grant No. ASC-8811273.
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Numerical Analysis and Validation of the Combined
Field Surface Integral Equations for

Electromagnetic Scattering by
Arbitrary Shaped Two-

Dimensional Anisotropic
Objects

1BENJAMIN BEKER, MEMBER, IEEE, KORADA R. UMASHANKAR. INIOR mEmDER. IEEE. AND
ALLEN TAFLOVE, SENIOR MEMBER, IUEE

Abmuct-Tb. saawrieaJ solutlom of coupled as~egial eqiUtuias tor mogeneous and isotropic cases. Purther, their application to
arbliray shaped two~dlmeasloual bowogeeeous samlsoropic scalterer s Igelcctrically large objects has not yet been established. Another
resened. The timeovtle so d tIIIe aseerical approac utilized Is tel approach to the solution of the scattering problem dealing with

Maeluo of the latami "@&doeos ks hued os the coumbied fildd forme. atstoi cteesi pe ntepai erpeetto
asdor, sod Is spcallsed to both transverse elcti (TE sod i nstrpcscteer su'e nth lnewme ersetto

magmesle (TM) polainradoas. As opposoed to thme cummuay avial of fields in the anisotropic medium [7). The method discussed
methodls for the maisoropic scatteren, ibis approach Isvolves Ish"r. in [7) consists of using at superposition type integral to include
ties owe kbt surface of the Kee Is Ord"r to determinse the umksowu all possible wave amplitudes and phase, and is applied to the
amirfoce electrtc ad angeeti curries dlstributiousi. The s0vu51@ Is to circular cylinder excited at a normal incidence (71, and at an

cltate by developlag a mumercl si pproaick emiployeg The method ofobiuindec18.Hwvrthsfrhsmtodasen
mosseset. The vairous dilffvliWals lvolved in time corene of lime mamercal biqu niec 8.Hwvr h frti ehdhsbe
effort are polasedl out, sod she ways of ag.o them are discussed applied only to the came of a circular cylindrical geometry.
In detail. The rm~ui obuisalue for two masoaleal sabiotrovic structures. In order to consider arbitrary shapes and computationally
samsely a creircla cyllader sad a square eylladler, are given aloes withi manageable sizes of the anisotropic scatterers. an alternative
vallidtfloss ohtsilsed via alterieadue metods. approach to die solution is presented. The method incorporates

the surface boundary integrals instead of volume integrals.
1. INTRoDucrioN and is applicable to any arbitrary shaped two-dimensional ho-

RECENT YEARS, the solution of physical problems in- mogene Ious anisotropic scatterers, which can have disconti-
.Ivolving anisotropic media has received a great deal of atten- nuities in their surface contour (9). It involves extension to

tio. I paticlar voumeri aproahessuc asthefi~e-the formulatoo of the scattering problem for the isotropic

difference time-domaiun (FD-TD) method (1]. (2) and the vol. boisb tlzn h lcrmgei oeta hoy n
umetric integral equation method (31-(5) have already been th ubsequent derivation of the combined field surface inte-
addressed to solve scattering problems involving anisotropic gral equations [10). However, the derivation of it complete
materials. Also considered was another volwnetric method set of consistent potentials for the anisoitropic case is much
based on the variational principle to solve problems involv- more complicated thai the same procedure for the isotropic
ing anisotropic scatterers (6]. These methods can treat mate- medium. The detailed derivation of the combined field integral
rials characterized by arbitrary permittivity and permeability equations is discussed in a separate paper cited earlier [9]. The
tensors, thus giving a gret deal of freedom in the types of complete theoretical development is omitted here, and only the
media that can be analyzed by their use. Ho~wever, the ap- most relevant equations are stated to form the starting point
proaches and their numerical schemes [1J-16) are completely for the numnerical solution, Due to the complicated nature of
volume dependent, requiring volumetric models even for ho- these equations, it is practically useful to have a simple nlu-

merical scheme for analyzing anisotropic structures, and yet
Mansciptreeivd ovebe 19 187;reise Jne 2,198; ctoernot compromising the accuracy of the numerical results.

26n. cip reevdNoebr99 97 evsdJne2,15 coe The numerical results based on the surface formulation for
8B eker and K. R Umnasharibe are wit ft Deamto E1ect~Icsi E, the trarsverse magnetic (TM) polarized fields are presented

Sincering; ad Compuier Science. University of Ulinoiis, Chicago. IL. 606110. for two canonical anisotopic structures. In general. however,
A. Tallove is with he Department of Electrical Engineetring and Com- these structures nced not be restricted to any particular shape

puter Science. Technological Instiute. Northwestern Universiff. Evan s uctoasothcnorTencnicues.fc icni
IL 60201.suha smohcnorTecainldsufcdsot-

[FEE Log Number 89'28391. nuities in the form of sharp corner wedges. Also, in ord#!r to
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y ko2 M W2eo&o (Ic)

ANISOTROPIC E'k = (1d)
SCATTERERk where k,, e,, pl are the propagation constn. the relative

pertnitivity. and the relative permeability of the isotropic 0
N \- SI medium. Sim'ilarly, the total electric E, 2 and magnetic

"C -2 fields in the region 2ame given by

2, - .A) /)(2)

S (e. R') kez = k2ez.. (2.

REGION: 1 0 _zjy Y
IOX where the relative permittivity mW permeability tensors for 0

0 the anism'opic medium are defined by
0

Fign.1 Geomety or arocopic surer with equiJvaai curiem wurts.O AtIX Ury 0

demonstrate the feasibility of applying the developed method 0- /,, /,, (3s)
to compute the surface currents and the far fields, a relatively
large object with its largest electrical dimension of kos - 10 00 0
will be considered. In particular, for validating the combined 0
field formulation, the rida cross section (RCS) computed for 4,, 4 zy 1
a circular cylinder is compared to that available in the litera- i "0 e ,, I 0 (3b)
ture (7). Also, the near surface current distributions and the
RCS of the anisoitopic square cylinder are validated against 0 0 .,,

the results obtained based on the FD-TD algorithm (2). [10). It should be obvious from (la), (Ib) and (2a), (?h) that the
U. IWrOLRAIL EQUATIONS fOo Tm, SUUAcs F=ws appropriate Loremz-type guie condition has !aeo utilized

to eliminate the magnetic scalar potedt, sc that the field
Consider a two-dimensional anisotropic object for which expressions could be cast in terms of the magnetic and the

there is no variation in its surface contour along the z axis of electric vector potentials only. The derivadoe leading to the
the coordinate system. It is located in a free-space medium Helmholtz equations and the final integral representation of
and is excited by an externally incijem, TM polarized, field the required components of tie victor potentials A and F 0
with the time dependence of ir IL where w is tne frequency for the anisotropic medium is qute intcate [9]. A detaied
of the excitation (see Fg. 1). Further, if the excitation i• account of the procedure takn to obtain them is discussed in
that the : component of its propagation vector k' is zero, [9)] (IS, and only their final forms are repted below:
then all scattered field quantities are independent of the z

coordinate variation. In order to analyze the complete field AI(r) - -po4(J')H() (k, R.)ds' (4a)
distribution due to the presence of the anismtopic object, the vf-,''y (4a0
equivalence principle (10), (11) can be invoked to obtai a
se of coupled (combined feld) integral equations for the un- --i(r) - If Mz(?' '(ksRm)d' (4b)
known induced currents on the surface of abe object. The full 4 . 7 M oc
theoretical development leading to those integral equations Is
presented elsewhere (9). hence, only the key steps ar repeated "(P) - -fois4.t L M,(P'>)14o1 (k.R.)di' (4c)
below. Referring to Fig. 1, the equations for the fields inter- 4 . •
nil and external to the anisotropic object can be expressed
in terms of the appropriate vector and scalar potentials as is 3'- (ORAPY., + 'U;) (4d)
done in 19J-[1l1. If the space is separated into two regions.
with region I occupied by the isotopic (free-space) medium, (X - x')2 +Y - Y')
and the tegion 2 correlpondinS to the anismotropic satterer. - +e)

respectively, then the total electric Es,, and the magnetic H4 wire tli

field expressions in the region I are given by where Js, Ms. My are the unknown electric and magnetic

current distributions along the contour C, 1<" is the Hankel
Ell I E'i +iEi t'(iwA, I f. (Is) function of order zero and offLrst kind, and R, isthe scaled

aleO distance parameter (13), [16) between the integration and the
(X, ) observation point with C and dr' representing the contourR " /+ il'+- ( ) +P)i - (I b)

k i/o of the scanterer and its differential element. The quantities -,
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Wn -, arm the components of the auxiliary vector potential Y
function defined by " A

"M ^,;n Y
Z •.e(5) A,

* which permits independent differential equations for T. and AM .11 n

"•, so that eventually solutions for F, and F, can be deter-D n S /
mined (9). It should be pointed out that: in order to obtain ý 9
the integral solutions for A,, EX, BE, it was necessary to de-
mand that the medium tensors possess atisymmetnc proper-
ts. i.e., Atzy = - for TM polarization, and e,, = -eC
for transverse electric (TE) polarization. The corresponding
superposition integrals for the external isotropic medium can/ 7
readily be obtained from (4a0-d) and (5) by setting the diag-
oaria elements of the medium tensors (those in (3a) and (3b)) 7 2Z*
equal and the off-diagonal ones to zero. . M

Finally, application of the boundary conditions on the tan- /I X
* gemial components of the total electric and magnetic fields 'P

along C, yields the following set of two combined field (cou. 0
pled) integral equations for the surface currents: FiS. 2. Segmented bounduay contour.

- A x i= w(t x t)(A I, + Al 2) The exnmmsion scheme for the unknown surface electric and
magnetic currents is chosen to consist of the simplest possible

7 .XTi al -(7 X (P) functions. such as pulses. The only remaining task is to de-
-X - + (6a) cide whether the pulses for each current expansion ought to be

staggered or not. This, in fact, depends on the contour of the
(scatterer, i.e.. if the contour is smooth (continuous), then there

-h X Jrh X f iW((F, +F2) is no need to use the staggered distribution. However, if the
contour includes surface discontinuities. such as the comers

+ 7( (FI + a.nd arbitrary bends, then it is appropriate to stagger the pulses

k, .iT +so as to enforce the continuity of the circumferential current.
and to avoid expanding the axial current at the bend where it

+ ( (V x Ai) + AT(-6 xAz O is singular 110). For the problem at hand. i.e.. for T.M polar.
. A- Aso Ao J ization, the axial electric current Jt, and the circumferential

magnetic current M,. are expanded in a staggered manner as
which are valid for the TM polarized incident field (E'l, I' 1). shown in Fig. 2, because objects having both smooth and dis-

• The same equations alo apply to the TE polarization fol- continuous contours can be considered for the solution using
lowing appropriate substitutions of symbols as is dictated by the same computer algorithm. These same expansion pulses
the duality principle I 1]. In particular, allowing R -. f. are also employed as the testing functions for the two cou-
: - - ., and interchanging the roles of the permittivity pled integral equations. Thus. the unknown surface currents

and permeability tensors results in the desired combined field are expanded as
integral equations set for the TE polariztion.

113. NumitRicAL Sowvrm or To Ihm g&j* JW() = Ep'P.')J1A (7s)
EQUATIONS M.1

The first stup in t• mnmerical solution of (6a) and (6b) ,,.•N
based on the method of moments is the proper choice of the M,(?') = . p'(F')M,4  (7b)
testing and the expanmion functions. This choice is usually n.N.-

dictated by the complexity of the integral and the scatterer
contour. For example, if the intelrands contain derivatives where p•(P") and p•(P) are the unit pulse functions which
with respect to the observation coordinates along the tangen- can also serve as the testing functions t-(') and tg(p) in the
tial direction of the scatterer, then it is customary to use higher reduction procedure of the integral operators in (6a) and (6b)
order testing functions, such as the triangles, to replace those to a matrix form. i.e..
derivatives by differences 112). The use of the simpler test- .om
inrg functions, such as pulses, simplifies the testing scheme. f1 (v) ( (Fa)
On the other hand, it complicates the intelrands, because the M.o
derivative operations due to the gradient, divergence, and the
curl will now be taken inside the integrals. However, this ap- M-2A
proach has been found to speed up the convergence rate of the F,(p) - • p.(f) (8b)
solution (13), and for this reason will be implemented here.
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where (Sm) md (8b) as use in takng the inner products with + ,u, cos $m cos 0')Ho)(kaRm)0A)0 wd (6b). mqwdiv*l. The resultng systm of the matrixb 0' 2(x, - x')
eqsamioks following wt and expansion, turns out to be + o/yy sin /, sin 0' 1

SHI L[M,,IJ L[H;,,] (9) + UX cos,*,,,cosV,, - 2(y/y,r - Y')'

where the various elements of the syte sbmatri-es are de- 2 sin (0,, + 0')(x,,- xl)(.v, - y1)'
fined below.,1) The elementsiey The reslngesystem of the matied of th 2 field)

equation: [[H(1) (k[R1[)E ds'.

[zZz] "-K°[M [[M I H([ot)(k R) + /r (-CRm)S ds. J (d

whr t feariou el5) The columt e tonex o matrix of the field equation:
(10a)(1e2) The elements of the imittance matrix of the • field

equation: 6) The column excitation matrix of the R field equation:

[YOE. = k Ik(A' .- )H(' 1(kR)ds' 0H1.] = 4O.) . #H(FM) (100

1+ kp and where [Jz,] and [Ms,] are the unknown surface electric+Q] /2 .. y. (Q' A)+ !x,(I' .Am,,)) and magnetic current column matrices along the tangential
directions t and J of the contour C. In (10a)-(10d), the sub-/~j'((k.R.) di'. (l0b) scripts m and n refer to the observation and the integration

Rm points on the scatterer contour C, and in the above matrix
3) The elements of the impedance matrix of the H field elements,

equation: R m = ( x), + (Yn Y1a)
S= mf s.,.

lm, k(XM -X') . (Ym- Y') 
(+ 0 ' ka [(( A) - Axy(S Amo) AXX /Lyyk0i f4. I-yy P = (Xm, -X'J + vM - y')9 (I Ic)

H_')(kR) ds'. (10c) with Rm, Rm,, R being their respective magnitudes, and with
A, A', 9, S' being the normal and the tangential unit vectors on

4) The elements of the admittance matrix of the ? field the contour at either the observation or the integration points
equation: (see Fig. 1). These unit vectors are defined in the following

!I rmanner:
[Yz,] = / cos (0,, - V)')H '•(kIR)

J4. Lc (fl; A') = cos(4); V')* +sin (4P; ').• (Ild)
2((sin 0m sin (1 - R2 (S; 9') = -sin((P; ').t + cos (4; 4V')5, (lie)

+ 2 (y. y)2 where -t and V)' are the angles between the normals A and i'
+ Cos t. Cos RY(l and the x axis of the coordinate system.

2 sIt is evident from (10a)-(10d), that as a consequence of
+ 2')(x,, x')(Ym -y')Y letting the various differential operations to be performed on

R2 the Green's function inside the integrals, results in the ap-
k pearance of higher order Hankel functions, in particular H,( .H2')(kIR) ds' Nevertheless, the complications arising in the evaluation of

e•z /,the system submatrices due to such an approach, are out--,.,y sin 45m sin V'+ jxx cos 4) ,m cos V' weighted by the gain in the quicker convergence rate of theV'",J',A iY-4. solution [13]. Otherwise, the evaluation of those submatrices

-,-u, y sin (),, - V'))H(o')(k 0R,) ds' is straightforward apart from the calculation of their singular
values, which should be obtained asymptotically. A detailed

[2I (Iyy sin 1,,, sin €' mathematical analysis leading to the determination of the sin--20 L gular parts of the various integrals is presented in [15], and
Al6
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only the &a results re summarized in the following. First, substitution of variables, i.e.,
fm the anisotropic medium they are given by • ~C: "-*Ei;5xx I:yy j--iA;xy -- 0;• -- 1. (12j) "

It J lH )(k.R 1 )d$' - •,2H)o ds Also, it should be pointed out that the value of 13 - -I1

(12a) when the external isotropic medium is considered. This is a
direct consequence of the observation point approaching the

which is a well-known integral and can be evaluated in nu- contour in the limit from the opposite direction for the exter-
merous ways [14]. The singular values of integrals involving nal medium, as opposed to the internal medium, considered
the first derivative of Mot) are given by above. The remaining integrals are independent of this fact,

S(I ) thus requiring no additional sign changes.
1 " = Q (1 .Rm,,)H"' (R, ) ds' -. 0 (12b) The matrix equations derived above ((9) and (10)) have

=4iy~i7 •, ~ ,, m been programmed on the IBM 370 computer using Fortran
77, and the various quantities of interest, such as the near

k. / (_. R)fH( )(Rm ds' - (12) surface current distributions and the far scattered fields, are
13 = Q Jf Rm -- 020 calculated in order to analyze the electromagnetic behavior of

two-dimensional anisotropic material objects.
where all of the vectors have been defined previously in

(lla)-(lle), and it should also be noted that the values of IV. NUMERICAL RESULTS
these integrals are same irrespective of whether the medium
is anisotropic or isotropic. The most complicated integrals In this section selected numerical results are presented re-
contain the second derivatives of j4ot), nevertheless they can garding the computed near and far fields, as well as the CPU
be evaluated asymptotically to yield the following results: time required to obtain them based on the solution of the ma-

trix equations (9). Two canonical cylindrical anisotropic ge-
ri. (X -ometries are considered, namely the circular and square cylin-2(x,(X -x') H(,)(koR.) ds'

"](= -- xR-) HJ dsders excited by an external TM polarized plane wave. Both the
near and the far fields are computed, and validated for each

111(cos2 4m - sin2 4,,) + i (r() 16 of the two geometries. The radar cross section of a circular
V//y sin2 $m + cos2 4m I. 96 96anisotropic cylinder with k0a = ir/2, where a is the radius of

the cylinder, characterized by e,, = 2, A,, = I, and Ayy = 4
(12d) is computed based on the surface integral equation formulation

and is compared to the one obtained based on the plane wave
2(y - y')' H-superposition integral representation of the fields inside the=y 2 (kaR ds= -- 4 (12e) anisotropic medium [7]. The two results are displayed in Fig.

3 and appear to be in an excellent agreement. Similarly, Fig.
2 . 2sin(" + ')(x X-') 2 C"-Y')] 4 illustrates the RCS computed for a circular cylinder of the

R' 1  same size, but with the following anisotropic medium param-
.H.t)(k.R,,) ds, eters: ez = 2, Axx = 1, ly, = 4, and ;Axy = -,Ayx = 2. For

both cases, the surface electric and magnetic currents were
= ./7 (i,,, sin -f cos '$m) r(%3•,)2 16 i calculated as well, but are reported elsewhere [15]. The num-

S- +i ber of unknowns for each of the surface currents was 60, such
that the total system matrix size is 120x 120 for the level of

(12f) agreement shown in Fig. 3.
The next case analyzed numerically is a square anisotropic

where the the angle ý,m is defined in [15] and related to the cylinder characterized by e.: = 1.5, g,, = 1.5, Ilyy = 2
real angle 1',, by whose electrical size is k0s = 10, where s is the side length

of the square. Once again the RCS is computed based on
tan 0m, (12g) the solution of the combined field equations and is shown in

tan = a Fig. 5(a). These results are compared with those computed
via the FD-TD (I10. The agreement between the RCS pat-

The remaining terms 0 and AL are given by terns calculated by the two methods is quite good except for
a small angular range in the shadow region in the interval of

k, (12h) 200'-220'. The magnitudes of the surface electric and mag-
netic currents for this square cylinder are displayed in Figs.
5(b) and 5(c). The level of agreement for the currents is also

S= -,, V/s,., sin 2 b. + ',,x cos 2 4,,. (12i) seen to be good except in the vicinity of the corners of the
scatterer where the results of the two methods differ. This%ccondly, the same equations (12a)-(12f) can be special- discrepancy deserves additional comments. Since the exact

I/,(I for the isotropic medium by simply making appropriate nature of the field behavior at the comers of the anisotropic
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THE FINITE-DIPFERENCE TIME-DOMAIN METHOD
POR NUMERICAL MOOELING OF ELECTROMAGNETIC
WAVE INTERACTIONS

Allen Taflove. Depearment of Electrical
Erine"ing and Computer Science,
McCormick School of Engineering,
Nortfhwesten University, Evanston,
Ilinas 50208, USA

Korada R. Umeahankar. D0.prrmenr of Electrical
Engineering and Computer Science,
University of li/hnois at Chicago,
Chicago, illinois 60680, USA

ABSTRACT

This paper succinctly reviews the background and formulation of the finile-
difference tlme-dorrain (FO-TD) method for numerical modeling of electromagnetic wave
interactions with artitrary structures. Selected 3-0 results are given showing compar-
isons with both measured data and other numerical modeling approaches. An assessment ,
made of the present horizon of FO-TO modeling capabilities, and possible future directions.

1. INTRODUCTION

Accurate numerical modeling of full-vector electromagnetic (EM) wave inter-
actions with arbitrary structures is difficult. Typical structures of engineering interest
have shapes, apertures, cavities, and material compositions that produce near fields that
cannot be resolved into finite sets of modes or rays. Proper numerical modeling of Such
near fields requires sampling at sub-wavelength (sub-X) resolution to avoid aliasing of •
magnitude and ph, ase information. The goal is to provide a self-consistent model of the
mutual coupling of the electrically-small cells comprising the structure, even if the
structure spans tens of X in 3-0.

This paper reviews the formulation and applications of a candidate numerical
modeling approach for this purpose: the finite-difference time-domain (FO-TO) solution
of Maxwell's curl equations. FO-TD is very simple in concept and execution. However. it
iS remarkably robust, providing highly accurate mo...eling Oredictions for a wide variety of
EM wave interaction problems. FD-TO is analogous to existing finite-difference Solutions
of scalar wave propagation and fluid flow problems in that the numerical model is based
upon a direct, time-domain solution of the governing parltal differential equation. Yet. FD.
TO is a nontradItional approach to numerical electromagnellcs for engineering applications
where frequency-domain integral equation approaches have dominated for 25 years.

One of the goals of this paper is to demonstrate that recent advances in FD-TO
modeling concepts and software implementation, combined with advances in computers.
have expanded the scope, accuracy, and speed of FO-TO modeling to the point where it may
be the best choice for large EM wave interaction problems. With this in mind, this paper
will succinctly review selected 2.0 and 3-0 FD-TO modeling validations and examples:

1. EM wave penetration and coupling 0
a. Narrow slot in a thick screen (2-0, TE-polarized case)
b. Wires in free space and in a metal cavity (2-0 and 3-0)

Electromrinetics 10: 105-126, 1990 105
CoPyright T 1990 by HMmispIhere Publishing Corporation
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Time-Domain Synthesis of Broad-Band Absorptive
Coatings for Two-Dimensional Conducting

Targets
MARK A. STRICKEL. M91611111. tEEt. ANdo ALLEN TAFLOVE. uiu..ow. aita

Ab~-A saw ts~kiieftm suuisap is beedeeei for established to minimize the broad-band RCS response over a
keibrmdft bO CONMwh e 11111116 (Ofe lee ~e~ 11011b ("a U ) selected range of bisitatic arisks using the available engineer-
.asoWq. The ww dpuflisbvm tww a b15dIW&WvwIn thUwi. In$ degrees of freedom. The solution is valid over the po-
(MV).D feadMUWW8 ftopimass of bhUTR'd aweIm a
is a gmno~w*W fmlbod ". wish On La~odwg-Muqemedl 4 LI temiially broad bandwidth (frequency decade or more) of the
nolm .,..1..lo @Wm L-M k o.. to Wp me" pom illuminating pulse used in the FD-TD computational model.
sad csadkedw paining dbs waasaeliaa wrm. wbb FD-TD Is Because the FD-TD forward element is a direct solution
med o 06M aial lbs bead-bad o PAZ~ 11sionemi for 0 11 of Maxwell's curl equations. it models in a straightforward
oijusswo. A vree'h'a0 =0 IIIm~ we~ is uadlbin to m manner a wide variety of electromagnetic wave scattering andThe bread-bolUKa rossau otor a Wooed mW~ of bm ineacO n phnmea Th cuayo -Dmdln
slag edo f"Iaa Itaal - I me of l,,ad.e. TU @e W kaae isW 'd ineatophom a.TecuryofF D odlg
.Ge ams powotsfdil brow biaigwl&iu (flwesai dlesae#a or .in orb is equivalent to that of the widely used. frequency -domain
M*ee@sds peinwud Is The MI.Dampesauetosl moda. Example of method of moments (MM). with essentially equivalent results
dab is meh aft proid at in 111 w of NO 11saqemem1*111 fee Moo"ca of the two methods for arbitrary conducting and penetrable

tw-hsimmea rooedala UNpis. targets (the laour having media properties as complex as di-
agonalizable tensors) (1]. 131, 141. However, the explicit na-

1. 1wa~co ture %!the FD-TD algorthm leads to computer storage and
rnw..aii time burdens that are dimensionally low compared toQYNTESIS PROBLEMS are of Fundamnental itfpmltafce those of MM for targets that are either electrically large or

sin eslectrca engindeering. In ectrCW0ngneucs. essmially have a comnplex. inhomogeneous material composition. The
all the existing synthesis approache utilize frequenicy-domrain accuracy anid efficiency of FD-TD. combined with its time-
forward data, i.e.. sinusoidal steady-stat values for radiated domain formulation which allows direct modeling of broad-
or scoutred fields, reflection coefficient. etic. Synthesis over a band phenomena. makes VD-TD the algorithm of choice for
broad frequncy band, therefore requires calculations spread the forward-sicattering element of the new time-domain syn-
over the desired bend and over ithe range of the engineering thesis approach.
degrees of freedom in the design. In the area of radar cross The L-M algorithm (2). selected for use in the feedback
section (RCS) management, this synthieuis approach has driven path, is also considered to be robust and one of the best op-
research in reducing computer resource burdens in.. ived 'In timizaition methods for nonlinear least-squares problems. A
executing frequercy-domain forward-scattering codes. good example of the utility of L-M optimization as opposed

This paper introduces a new tims-domain synthesis ap- to possible alternatives such as the quasi-Newton method and
preac for broaid-banid absorptive coatings suitable for RCS the conjugate gradient method is given in 15). which reports
mnanagemnt. The new algorithm involves a finite-differenfce the synthesis of netar-AcIed patterns using linear arrays of point
time-domain (PD-TD) forward-scattering representation Of dipoles. It is shown in 15) that L-M is the most effective syn-
Maxwell's curl equations (1I) in a nunwatia feedback loop thesis algorithm in this application.
with the Levenberg-Marquoirdt (L-M) noninear optimization This paper describes the new FD-TD/L-M synthesis
routine (2). L-M is used so adjust many geomretric and con- method, and provides examples of its application to synthe-
stiattive panimaers that durmv~eiza a target. while PD-TD size absorptive coatings for bread-band RCS management of
is Used to obtain the broad-band blasaic RCS response for canonica two-dimensional (2-D) conducting targets. The new
each target adjustment. A recursive I'p~rovement process is method is used to synthesize both isotropic and anisotropic

coatings for three target shapes: 1) the infinite, fiat metal
MisCtlp ressV011 March 2. 1919; rviuudJwio 21. 199. Thit work was plate illuminated at normal Incidence: 2) the infinite right-Oipp1lsd Iipt WbY NUWiWa kasat FWWWnd~ Grant ASC-831 1273 and angle metal wedge: and 3) the infinitely long circle-cappedby ibs Office of No*i RIs~arch wide caarai NmOi4-ss-K.0473
Mi. A. SUICIal is With Ouidrnes. Inc.. 440 South Laalie. Chicago. IL (rounded) metal strip of finite thickness. In each example. the

on0os. synthesized -ibsrptive coating is assumed to be nondisper-
A. Tiam, is wish tbs Etloctr"a EAgdae"n aad Computer Ein3:mnng sive. Hocr~ -. it appears possible to incorporate canonicalDe~unsww. McCormick Schoul of EnSIM. nS. Norihweaueni Unavenit.dipronitoheDTDlmn.Tisilbeaujcto

bwoaso. IL 60208-3116.diprininoteF-DeeetThswlbeaujctf
JWE Log Nundaar 905592. later work.

0Ol8-926X/90/07O0-1084S01.O0 (Z 1990 IEEE
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I!. FD-TD/L-M ALGORITHM
N~filin~ear oi~tmilt-'On

In this section. we discuss the application of the FD-TD/L- •60US a i

M algorithm to the synthesis of broad-band absorptive coatings
for RCS management, For simplicity., we shall consider a tar-
get of fixed shape and size, although the synthesis algorithmJ

is so general that optimization of target geometrical features "O-TO o canigian--"
can be incorporated in a straightforward manner. Tria (, O _ IJS, " .

We first ooserve that the properties of a target's coating absorbr seat.t,,d uls,) ow,, ¶M•

can be described by a set of key parameters. These parameters
might include the number of layers in the coating, the thickness
of each layer, the components of the constitutive tensors of 4
each layer (electrical permittivity and conductivity, as well as Syntno,zed absorow

magnetic permeability and loss), and finally the variation of (a)
the previous properties with position along the target surface.
It is clear that the number N of key parameters can be large:
effectively, there are N degrees of freedom. For purposes of
this synthesis approach. it is very useful to consider the state of
the overall coating as a single point in an N-dimensional space
defined by a coordinate value for each degree of freedom. The
"optimum coating can be synthesized by efficiently searching
pN-space for the set of points (hopefully not the empty set) that
satisfies the engineering criteria.

The FD-TD/L-M synthesis algorithm begins with an initial
guess for the target coating properties. i.e.. a starting point 10 2 0 3.0 4 o 0 s 0
in the N-space discussed above. The FD-TD element com- Frws,, (io•)
putes scattered field-versus-time waveform, at the desired set (b)
of physical locations in the near or far field. (The latter are Fig. i. FD-TD/(efdbeck method for electromagnetic absorber synthesis. i a

calculated using a time-domain analog of the near-to-far-field Block disgram. (b) Energy spectrl density of the one-aif ,cycle, 3-GHz

:ransformation discussed in (61.) FD-TD computations of the sinusoial pulse used as the illuminating waveform.

scattered transient responses at the locations of interest are
compared to the desired field waveforms at these poi ts. For N-space. Numerical experiments indicate that approximately
comparison points in the backscatter direction. RCS manage- ten additional forward FD-TD runs are needed for this phase.
ment goals may dictate that the desired scattered field wave- At this juncture in the algorithm, the new operating point in
form is simply zero. and the mere presence of a calculated the coating N-space has been established.
transient scattered response at these points comprises an error This process is repeated until the error signal drops to some
signal. More generally, the -FD-TD calculated scattered pulse minimum value which shows no further reduction upon addi-
responses at all observation points of interest are compared tional iterations. Effectively, the procedure traces out a path
to the desired time profiles. and a weighted. composite error in the coating N-space from the initial guess or starting point
signal is generated, which is sent to the L-M nonlinear opti- to the final coating state. The recursive imprcvement process
mizaUon feedback element, as shown in Fig. l(a). The L-M established for dte coating in this manner leads at worst to
routine adjusts the position of the operating point in the coat- a local minimization of the error. that is. local in the sense
ing N-space in a direction to reduce the error signal in the of the coating N-space. Without much doubt. there may exist
least-squares sense. With the calculation process in the time a number of such local minima, and possibly even a global
domain, causality can be exploited in the optimization pro- error minimum for the entirety of the N-space. A challenging
cess to modify only the coating properties causally connected aspect of the nonlinear optimization process is to develop effi-
to the physical observation points, thereby windowing desired cient means to perform a global search of the coating N-space.
target features. One possible approach is the use of advanced multiprocessing

With the version of the L.-M algorithm used here, the N- computers such as the Connection Machine to implement con-
space search per iteration through the FD-TD/feedback loop currently a large number of search trajectories in the coating
is conducted in two phases. In Phase I. the search direction N-space, seeded by a like number of starting points. Research
is established by calculating partial derivatives of the error in this area is commencing.
signal with respect to each of the N dimensions (degrees of With the L-M optimization algorithm providing an efficient
freedom). If central differences are used. two forward FD-TD means of searching through the coating N-space. it becomes
runs are required per degree of freedom for this purpose, so possible to either: I) add additional degrees of freedom. i.c..
that this phase entails 2N FD-TD runs. In Phase 2. a line dimensions to the N-space, to permit the target shape to be
search is conducted along the calculated search direction to optimized as well; or 2) to define forbidden zones in the N-

determine the distance that the operating point moves in the space through which search trajectories cannot pass due to
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constraints imposed by manufacturing costs, material avail- -2. , 5 s -
ability, or any other fators. Thus, the optimization for elec-
uowagnefic properties can be treated as a subset of a more r,. 1.0 . . 1-
general optimization wherein systems-type considerations can
be imposed.

[11. SYNTHESIS EXAMPLE IN ONE_ D miMENN0t

This section provides a simple example of the use of the 0.0 0or- 1.533

FD-TD/L-M method: synthesis of a broad-band. two-layer ab- (a)
sorbing coating to mitigate refletion of a normally incident
plane wave by an infinite. planar, perfectly conducting sheet. n*,t.Ofl CO ,.6 monetud,

For this (and subsequent) examples, it is desired merely to 0.0
indicate the potential of this approach without actually corm-
pleting an engineering design for scatering mitigation, so the
number of design degrees of freedom is kept small. Nurther. 004.

artificial constraints are imposed upon the constitutive param-
eters of the absorber to avoid undue realism. For this example, 0.03

the following constraints are imposed:

1) Overall absorber thickness- 10 mm 0.02-

2) Number of absorber layers-two
3) Properties of inner la)er (next to conducting sheet) 0.0o

thickness-7.5 nmn
free-space permittivity .___-__ ._,____
finite electric and magnetic conductivities, a, and m, 1.0 2.0 30 4.0 50 6.0

electrical conductivity :qual to that of the outer layer FM*• (G,,)
4) Properties of outer Layer (b)

thi -s-2.5 nun Fil. 2. Symbhls euinpl in one dimensim. (a) Final coming sme &uet

free-space permittivity and permeability coence o tie synymthims algoritnh. i b Refecuon coeffiewm amnagi

only electric loss is present, and this is equal to that vers ftrewy for the symnsiued coating ~ metal.

of the inner layer.

Thus, it is seen that the coating N-space has a dimensionality ing point in the coating three-space has shifted to (0.4632.
of only three, with the inner/outer layer electric loss, inner- 4.497. 1.336q2). and the error signal (energy in the reflected
layer magnetic permeability, and inner-layer magnetic loss the time-domain waveform) has been reduced by a factor of 134:1
only design degrees of freedom available, from that of the initial guess for the coating.

The absorber-coated conducting sheet is synthesized using Fig. 2(s) shows the final coating state after convergence
a 50-cell, one-dimensional FD-TD grid having a uniform cell of the synthesis algorithm. (For noutional simplicity in this
size of 0.5 mm. The broad-band excitation is a one-half cy. and later examples, the listed value of magnetic conductivity
cle 3-GHz sinusoidal pulse having the energy spectral density is the actual value divided by 12.) Validation of the effec-
shown in Fig. 1(b). Note that the exciting pulse hal substantial tiveness of this procedure is provided in Fig. 2(b). which
energy content from dc to over 5 GHz, and that minimization plots as a function of frequency the usual sinusoidal-wave re-
of the reflected time-domain waveform in the least-squares flection coefficient for the coated conducting sheet, calculated
sense amounts to a very broad-band mitigation of scattering, using standard impedance-transformation formulae applied to

To begin the synthesis process, the point (o, = 0.5 S/rn. the synthesized coating. Over the frequency range 0-6 GHz.
u, -- 2.0, 0. = 0.A17 Wm) in the costing three-space is se- this reflection coefficient is less than 0.05 (-26 dB). achieving
lected arbitrarily as an initial guess. where 1o is the character- a minimum value of 0.0014 (-57 dB) at 2.2 GHz.
istic impedance of free space. While tracing out a trajecICNy
in the coating three-space from this starting point, the FD- MET Smrsis Oe AmsoaIv' COATLNOS FOR THE INENITE

TD/feedback algorithm is constrained to keep the electric and ME . Wavoa
maglnetic conductivity values nonnegative and the permeabil- In this section, the FD-TD/feedback method is used to

ity greater thin or equal to one. For this example. causality synthesize absorbing coatings for an importat canonical
is not exploited in the optimization and the entirety of the two-dimensional structure, the infinite, perfectly conducting.
reflected pulse is considered as the error signal to be mini- right-angle wedge subject to transverse magnetic (TM) plane-

mized in the least-squares sense. It is found that six-passes wave illumination. As in the previous example. constraints

through the FD-TD/feedbsck system are needed for conver- are placed upon the synthesis to indicate the potential of the
gence, with each pass requiring 16 FD-TD runs (each 350 approach without completing an actlud engineering design.

time steps). At the conclusion of this process, which involves Fig. 3 shows the constraints imposed upon the problem to

a total CPU time of 2 nun on the V'AX 11/780, the operat- meet the above goals. The wedge, shown as the shaded region
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Fig. 3. Assumed geometry for the synthesis of Wmbsoting comtings on ant ISO 200 220 240 200
infinite. perfectly conducting. nigJW-altog wedge.- I

ý0 flai amQI. 30 Gorge~ pulse

exte~nding an infinite distance along fth +x and +ty axes. is .10 -n~noewu angle. 4 000emr pulse
assumed coated with two distinct, homogeneous absorbers:
a 5-mm thick "left" coat along the +y-"xs; and a 5-mm 2
thick "bottom" coat along the +x-a"i. The two costs are 2

*er in contact at the wedge vertex and forn a miter joirst. Two
Je ~~~different coating pairs are synthesized. In Case 1, the left and -01 0dr us

bottom coats are isotropic: while in Case 2. the left and bottom
coats have diagonal tensor anisotropy for the magnetic loss. .40

2. For both cases. the relative permittivity and permeability of
the coats is assumed fixed at 1 .0 (a scalar value); the left-coatCo
electrical conductivity is fixed at 1.25 S/rn (scalar); and the0
bottom-coat electrical corductivity is fixed at 0.5S/rn (scalar). Mgati~i (A)
Thus. for Case 1. the coa~ing N-space has a dimensiorality

is of only two (the left- and bottom-coat scalar magnetic lowss (b)

.ybeing the only degrees of i~dm;while for Case 2, the h.4synimis5 fesuhs fo, the cewumnS flntAjwde soric

coating N-space has four dimensions (the two diagonal t~rnscK C-xq can. (a) Final oo311r4 sutaI aftr cowiveg rnm of the tynthesi
oi4ondin'. (b) PMiapuon of ow wwWdtiand scanereod pulse in the far fitid

:hcomponents of magnetic loss for each of thit two coats). v-V% bi"C~ ~g
The coated wedge is synthesized using a 200 x 30C c,:

two-dimnensional FD-TD grid having a uniform cell sia- of i-tservation poims, acctniolatd time-step bi time-step until
0.5inn.. he roo-bad ecittio isagan aonehal cy!~ the ewsntial decay of the computed fields at the observation

Z.3-GHz sinusoidal pulse. TM poiarized, and having an incident px"l.
Igwavevecror orievWe at 301, with respect to the +x-axjs. Time To begin the syntle.-A ;cmcsj for the isotropic coatings of

waveforms of the sca tred electric neam field are observed at Case 1, the point (am,. 1.25, a,,..= 3.0) in the coating
ei~'ht points located 5 nuni from the coated wedge. denoted by two-space is selected arbitrarily as the initial guess. It is found
---" signs in Fig. 3. By properly selecting the FD-TD grid that six passes through the FD-TD/feedback system are needed

and wedge size. as well as the number of time steps. the ob- for convergence, with each pass requiring 14 FD-TD runs
.0 servation points are causally isolated from diffraction effects (each 350 time steps).- At the conclusion of this process, which

.11 at the rear of the wedge for a length of time sufficient to per- involves a total CPU time of 2 min on a single processor of
4. mit the observed fields to decay as they would for an infinite the Cray X-NIP, the operating point in the coating two-space

wedge. (In effec, the time-domakin formulation of the forward- has shifte to (1.50,. 2.266). arnd the error signal has been
ts scattering element is exploited to permit effectve simulation reduced by a factor of 2.9: 1 from that of the initial guess for
ie of an infinite wedge by dtime-gating spurious diffraction effects the coating.

due to finite actual wedge size 171.) The error signal input to Fig. 4(a) shows the final coating state for Case I after con-
the optimizer consists of the square of the sum of the abso- vergence of the synthesis algorithm, and Fig. 4(b) shows the

'fl lute values of the FD-TD computed time samples at the eight corresponding mitigation of the broad-band scattered pulse in
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the far field. The mitigation, shown over the bistatic angular
range 1800-27O0". is a broad-band figure of merit defined here
as the redio of the peak amplitudes of the computed scattered
pulses for t~he absorber-coated and uncoated wedge. FRom Fig. o
4(b). we see that the calculated bistatic mitigation for the 30-1
incident pulse used in the syntheuis is fairly flat (ranging from
- 35 to - 42 dB), with a mitigation of -37 dB for the broad- C 10

band monostatic return at 210*. To illustrate the sensitivity of Us 2
the mitigation to the illumination angle, Fig. 4(b) also shows P'. 1.
results for the same coating state but with the incident pulse on, ' 0 00
rotated by 100 in azimuth (propagating at 400 with respect to Gm - 63
the +x-axis). The new monostatic return at 2200 shows little
Change from the previous value. However, there appears toS
be somewhat degraded bistatic mitigation at angles to either 0.'£,1
side of 2200. Cornt' *ilumfinalted 64.0.5

To begin the synthesis process for the anisotropic: coat- t~ One-half Cyi@ u,. .
ings of Case 2, the point (,, =0.1, ai, kft =1.34, 3 GHz w~uso.ice killaonx .26

a,,. b = .92 a,,.bo,= 05)in the coating four-space is se- trialsawit" res0c toX xs. 0'.007

lected arbitrarily as the initial guess. It is found that 15 passes()
through the FD-TD/feedback system are needed for conver-
gence. with each pass requiring 18 FD.TD runs (each 350 Desi angle. degrees from positiv X AX's

time steps). At the conclusion of this process, which involves 160 200 220 240 260

a total CPU time of 6.4 min on a single processor of the
Cray X-MP. the operating point in the coating four-space has In nwnoft ti~alsoi. 30 dear"opulse

shifted to (0.01. 1.604. 2.24. 0.0174). and the error signal .10 4 ~ fl 1SUlC angleO. 40 degre puls

has been (educed by a factor of 205:1 from that of the initial
gueeu ior the coating. -20

Fig. 5(a) shows the final coating state for Case 2 after con-
vergence of the synthesis algorithm. and Fig. 5(b) shows the 0
corresponding mitigation of the broad-band scattered pulse in \ ersoli
ihe far field. From Fig. 5(b). we see that the calculated bistatic
mitigation for the 300 incident pulse used in the synthesis .40

varies in the range - 4 dB to - 60 dB. with a mitigation
of -53 dB for the broadband monostatic return at 210". This 5
is an improvement of 16 dB relative to the isotropic coatings W
of Case 1. However, the senitivity of the mitigation to illu- -03 igii us

mination angle appears increased for Case 2 relative to Case
I.- This is indic~ated by the results shown in Fig. 5(b) for the
same anisotropi. coating state but with the inciderit pulse ro. M~itgion (do)

tated by 101 in azimuth to propagate at 400 with respect to Mb
the +x-axis. The new monostatic return at 2200 is degraded Fig. 5. SYftheaus reSUILS for the conducung ngiw angle wedge. aniiotropic
to a -43 dB mitigation. and the remainder of the bistatic mit- eoaung cawe a) Final coiszing uate afte convergence of the synthesn.

aigonthm. Mb Witiugtion of the broad-band scAnered PUlse in the (at fieldigation pattern generally is degraded even more. versus bistau angle,
In viewing the results for Case 2. one mighle conclude utha

mnisotropic coatings present some difficulties with respect to Cal two-dimensional structure, the infinitely long, perfectly
scattering mitigacion over a useful range of illumination an- conducting strip of finite thickness having a semicircular
gles. H~owever, this conclusion is not warranted. Case 2 shown rounded edge. (This is the two-dimensional analog of the
here was purposc.fully selected to represent a coating space of infinitely-long, sphere-capped cylinder.) As in the previous
low dimensional-ty (no layering, no variation of permnittivity examples. the dimensionality of the coating space is deliber-
or perfneaibility, etc.). Our preliminary work has shown that ately kept low.
synthesis of scattering mitigation over a specified range of il- Fig. 6 shows the constraints imposed upon the problem to
lumnination angles is possible for Case 2 simply by permitting meet the above goal. The rounded strip. snow', as the shaded
more degrees of freedom. region extending an infinite distance and centered along the

V. Swnmi OFAosom~v CO~i~c Foo Tm RouDED +x-axis. is assumed to be 10 mmn thick and coated with a 5-
V. vwrass A ME~TvmCAL-to STIUPi RUNE mril thick absorber. The absorber is assumned to be compnsed

METALSTRIPof distinct 0.5-mm thick layers, with each layer parallel to
In this section, the FD-TD/feedback method is used the x-axis and having homogeneous material properties. Even

to synthesize absorbing coatings for a second canoni- symmetry of the absorber properties is assurred about the x-
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+ yM-44,1 ho i layers strip. Again, the error signal input to the optimizer consists

+ of the sqture of the sum of the absolu:e values of the FD.TD

_computed time samples at the observation points, accumulated

+ - .---- - . urril the decay of the computed fields at these points.

To begin the synthesis process for the isotropic coatine lay -

+ ers of Case 1. the point (ao = l, ai = -0.4, a. = O.O = I,
Z 51 = I, b2 = 0) in dte coating six-space is selected arbitrar-

a ily as the initial guess. It is found that seven passes through
the FD-TD/feedback system are needed for convergence, with

V y each pass requiring 22 FD-TD runs (each 350 time steps). At

the conclusion of this process. which involves a total CPU
+ time of 1.2 minutes on a single processor of the Cray X-

MP. the operating point in the coating 6-space has shifted to
+ (0.95522. 1.6156. -1.1627.0.775•. -0.8257. 1.9198). and

the error signal has been reduced by a factor of 22:1 from
* ] ls Mck) that of the initial guess for the coating.

Fig. 7(a) shows the final coating state for Case I after con-
o6seffIeb e p oeno r vergence of the synthesis algorithm by plotting the isotropicFig. 6. As, armed gleometry for the synthesis of absorbing coatings on anifin.ae rfectly cocdwtmg stop ofnine thcknss with rounded edge, electric and magnetic conductivity profiles versus layer "'j"

index. Fig. 7(b) shows the corresponding mitigation of the
axis. For notationid simplicity, the coating layers to either side broad-band scattered pulse in the far field over the bistatic
of the x-axis are assigned the indices j = 0.1.02..., 2.0, angular range 90o-270*. From Fig. 7Wb) we see a moderate
where the j = 2.0 layer is farthest from the x-axis. Given this level of mitigation, about -20 dB. that is only a we-k func-
arrangement. r, o different coatings are 3ynthesized. . -)n of bistatic angle. We also note that the mitigation does

Case 1: Each coating layer is assumed to be isotropic, and not deteriorate appreciably when the i.,cident pulse is rotu. ed
the electric and magnetic conductivities are assumed to be by 100 in azimuth.
separate, ,ionnegative. quadratic functions of the "j" index of To begin the synthesis procedure for the a.Nisouopic c;oating
the layer. defined b-, layers of case 2. the point (Co = . c. = 0. C2 = 0, do = 1.

d, = 0. d 2 = 0) in the coating six-space is selected arbitrarily
at(!) = iao i- aIj + a2j2 I as the initial guess. It is found that six passes through the FD-

o(j; Qm.() = lbo -t- bj + b 2j 2 . TI/feedback system are needed for convergence, with each
pass requiring 22 FD-TD rues (each 350 time steps). At the

Case 2: Each coating le.yer is assumed to be anis'nropic, conclusion of this process. which involves a total CPU time of
with the electric and nmagnetic conductivities defined as a func- 1.0 min on a single proc-ssor of the Cray X-MP. th'! operating
tion of the layer "j" index by the nonnegative quadratic func- point in the coating six-space has shifted to ( .0299, 0. 1299.
tions -0.3277. 4.6508. 4.3234. 6.1330). and the enrm signal has

or(j) = m.(j) - Co +clj +c 2j 21; been reduced by a factor of 240:1 from that of the initial
0,,,,(ji) =-Ido + d I j + d2j' guess for the coating.

Fig. 8(a) shows the final coating state tor Case 2 after con-

For both cases, the relative pernmttivity and p#.nmicabldity for vergence of the synthesis algorithm by plotting the anisotropic
each coating layer is assumed to be one. Thus, despite the electric and magnetic conductivity profiles versus layer "j"
large number of layers in the absorber for each case, tie coat- index. Fig. 8(b) shows the corresponding mitigat;"n of the
ing N-space has a dimensionality of only six because there broad-band scattered pulse in the far field over the bistatic
are only six degrees of freedom implied by the three coeffi- angular range 900-270'. From Fig. 8(b), we see that the use
cienu for each of two quadratic functions i-sed to describe the of coating anisotropy substantially increases the level of mit-
overall absorber electrical charaveristics. iga:ion to the range -35 dB to -38 dB, with the mitigation

The coated. rounded strip is synthesized using a 200 x 1o0 remaining only a weak function of the bistatic angle. How-
cell two-dime.sional FD-TD grid htving a uniferm cell size ever, similar to the wedge coated with the low-dimensional
of 0.5 mnm. The broad-band excitation is again a one-I-alf anisotropic absorber, the sensitivity of the bistatic mitigation
cycle. 3-GHz sinusoidal pulse. TM polarized, and having an to a 100 r, ration of the illumination angle (with coating prop-
incident wavevector oriented at O° with respect to the +x- erties fixed ai the original synthesized state) is increased rel-
axis. Time waveforms of the scattered electric near field are ative to the isotropic absorber case. We note, however, that
observed at the eight points denoted by "+" signs in Fig. 6. mitigation of the new broad-band nionostatic return at 190*
Similar to the infinite wedge case. these observation points improves slight! to -42 dB.
are cauualy isolated from diffraction effects at the rear of the
4trip by proper selection of the size of the rQ-TD grid and VI. CONCLUSION

strip. as well as the number of time steps. This permits the This papea introduced a new time-domain synthesis ap-
observed fields to decay as they would for an nfinitely long proach f,,r broad-band absorptive coatings suitable for RCS
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matiagement. T~he new FD-TD/L-M synthesis algorithm has a yen"U b"Weask Ml.
nmuber of awracive featuuue. First, the syntheuis achieved is
just as accurate, flexible, and computationafly efficient as the Ac~mwIwomfu?4
forward-scattering FD-TD ekow used in the algorithm. Sec-
ond, the synthesis is bromi-band. depending upon dhe pulsed The authors wish to acknowledge the contributions of
illumination used, due to the time-domain nature of PD- Prof. Korada R. Umnashankar of the University of Ul1inois at
TD. Third, the synthesis is automated, capable of finding at Chicago in related research involving the formulation of FD-
least locally-optinum coatings in sinawaons where the designer TD/feedback methods for inverse scattring.
might be faced with many degrees of freedom. Evolution of
large-scale concurrent processing, for example using the Con-
nection Machine, to implement efficieniy both the FD-TD REmFmERCs
and nonlinear optimization elerments of the algorithm. m'fay (11 A, Waove, "Rgvaw of th foriulatilcn ae MWSWplcaaon or the finite,
permit efficient searches of high-dimensional coating spaces daifer~e iitwdornimi method for luilnencal modeling of electromag

that ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ nu incud mauatrnundeooizostansa l with arbsuary atsuctures.' wave Mfoison.vothatincude anua~rng ad eonomc caft ts a wel 10 no 6.pp. 547-382. Dec. 193. VI
astechrnical, (21 D. W. Mutpuardt. "An algorithm for leasa-suar es uurnmum of wton-
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Numerical Implementation of Relativistic Electromagnetic
Boundary Conditions in a Laboratory-Frame Grid*
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A new method for modeing moving, perfectly conducting surface is analyzd using a
oumewiml technique baed on the £nitediference Lima domain (FD-TD) method. Contrary to
any other mthod, the numerJcal technque smd does not requir a system tradormatio•
where the obic is at rset but Pvea a silutiwa to the problem directly ii the laboratory frame.
"The nual ide of this new teclnique is %he ditr finite diference implemetation of the
rela•.•itic boundary conditions at a moaing vrf'amc. The electromape6.- wave scattering
propuess o( a uniomriny moving and nbrn"q reca•nguLar cylinder ar Analyzed, firm in one
dimainion and hm a two d4imeaua. lMevks obtained am in ezilent agrensit with
publ analytical rulmt. The now approach provdes a method to aalyz, diment
problem of moving perfectly conducung uwatmrs whee alternatave analyucal means ame not
avaable. Moreover. the tim evoluion of the fields am direcy obaervable in the laboratory
fro ame a iS Am&e AeLa.

1. INihooucnoN

The analysis of electroma.-netic wave interactions with moving surfaces is of
importance in ntudd4s of moving-target detection, generation of high-power 0
microwave energy by moving dense plasmas, and astrophysical phenomena. Such
problems can generally be divided in two categories: low-velocity effects (moving
solid targets) and high-velocity effects (relativistic moving plasmas, astrophysics).
Problems involving low velocities can be simplified by considering only first order
terms in v/c (c being the velocity of light in free space). Problems involving
relativistic velocities are more difficult to solve analytically and increasingly are 0
being approached via numerical techniques.

In most cases, analytical approaches for the electrodynamics of moving bodies
employ a system transformation wherein the object is at rest. Such a transformation
is well defined for uniformly moving and is known as the Lorentz transformation I].

This work was supported in pan by National Foundation Grant ASC-.1 1273 and oflffe of Naval
Raearch Contract NO010-88.K.0475.
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Extension of On-Surface Radiation Condition
Theory to Scattering by Two-Dimensional

Homogeneous Dielectric Objects
STEPHEN ARENDT sruiDwrt ,wumsai, isis, KORADA R. UMASHANKAR, sEMiOR bSIEMEas, MU,

ALLEN TAPLOVE, FEL~ow, mli AND GREGORY A. KRIIEGSMANN

Ahwtact-Tbe twot now ainlUMI f~rsvhdao of uleewaomapstc objects having either tranverse magnetic UKM or transverse
-wva-sealerafts by peeffcey condned" two-dijm~esoial obhi*euig electric (TE) plane wave excitation (I) and also has been

the oo-uwfaea rilaisoo hompka7 mookes sepfacii Is conveniently applied to various reactively loade acoustic scattering prob-
@ztea&d to dia co of rsr.4sadedionalhmgmovem cosm kkw lare m. (4]. The main purpose of this paper is to demonstrate
Objeett. The 411011 &dmIsolud 9110 or the scatteebg gu aem nuwbu
Aauelis of dkeleasl obo is bone ~opo s Saw fosdoo further an extension and application of this novel OSRC

IWO e UMMIMisae *ft Mief con topli thro analytical technique to the analysis of electromagnetic scatter- *
the decnsok aer mfac. bomeory eoaditios. JItI shom w. dud ha a ing and penetration by homogeneous convex dielectric ob-
sasthsuati!dunl im isom is the somlysis can be ohialsed bi epplyla the
.. .1 N 'tI~o Phk bia. Tohino aslyi Pra~r We~a t Over the past several years, there has been substantial

Asie s hetw rgios o id ap~dya 416ue sqad tts investigation in the development of expansions for local
-1 - is% th.aoedk~o &M acuo an tM corr. radiation boundary conditions of higher order than the Som-
spmeiiin Ad M &h-e be as heewlor of idkkctI object. 11sh merfeld condition (5]. [61. The goal has been to achieve*

n selotA"as he obtabo by solving the e~d uIo squad" *11611 nearly reflection-free truncations of space grids used to model
dthor am amob"u -0p h- or a adiashi mamnedeal mehd. Two wave interactimn with smictures via direct finite-difference
dissemI smasheg stinowls do"s wit Waitbiom an, 1pofla

dwf hosn am dhgstn 1for. bosoosn s drvs (7), (8) or finite-element simulations of the governing partial
dmisheal cylinde and as ~dpd - - mae anc wit vzoaMers differental field or wave equations. The boundary operators,
sissei plum weve ~Maa. me1 . swmi~ curmis sm containing mixes of both space and time partial derivatives.
'AOMWd thio w" to"he thudo obtWbud Ito the hsetis! principally exploit the asymptotic behavior of the scattered *
squd" oeA do". field in either cylindrcal or spherical coordinate systems.

While the radiaion boundary operators have been success-
1. INRDC F Mily applied to the scattered field away from the specific

JDEETYA NVLaayiatehiubsdonthe scaamrtr of interest, the OSRC concept was prompted by the
DECErferaiaio N OVEL nalytical t thnqeor b (se on s obseriation that the outer boundaries of finite-difference

introduced for modeling izigh-fruquency electromagnetic wave iedtlklSpmgds()mlongteecd-rr
Scattering. For two-tllmensional analysis ofeetoant rdation boundary operator, could be brought very close to a

scaterig byconex cndutin objcsthe SRCap 'tiac scatterr without adversely affecting the far-field results. In ascaterig b covex ondctig ojecs, te ORC pprachlimit, if the radiation boundary condition is appLied directly
has demonstraed substatia simplification of the uasual inte- on a two-dimensional conducting sicatterer surface, the origi-
gral equation for the induced surtace currets through the nal integral equation for the scattered field can be reduced to
aplication Of A radilation boundary operto (2), (3) directly merely a line integral of known fields around the surface for *
Onl the object surface. This method has been Shown to give th TM case, or an ordinary differential equation to be solved
reasonable results for two~dlunsional perfectly conducting around the surface for the TE case, whereby analytical

expressions for the induced surface current distribution can
Masusicrtpa uivin Angin 19, 19M; rsgd Movi 9, 1990. yhswr be obtained [1). Interestingly enough, elaborate finite-dif-

wa si flppcd in Port by do O6as of Notva 3*mosuh tind pam NOC14 ference numerical simulation schemes are no longer required
58K4475 to Nmihwsm UaWvmti aod doe Usiekwrsy of Maloots whicb sems to depend on the accuracy needed. In order to
Chm-.s. Arn was wf m DopmmI of .wim gglfla sod Com- extend the general applicability of the OSRC technique to the
padr Seim", UvmivraY 0( Ohinle, Chimag, EL, He im now with die case of Scattering and penetration involving re-entranit and

DOUMof PbYgio. University of Chimap, Chimpo,[. IL60637. other related cavity type interaction problems, a detailedK. Rt. Umasl~asar is *At doe DsparmM of Eiscoical Egnerg iseptdinhsparcoerngheleroagnetic;&,
CoiPJWe SdeaM. Ulivenity of Whnais at Chimpg. ChicagIL 606W. study i eotdi hspprcnenn h lcrmgei

A. ladove Is with the Dsputmnem of SElcarkca Engineerna ad comn scattering and interaction analysis of homogeneous convex
pinte Sce. Norwhwestern Uiniversthy. Evansmo. IL 602011. deeti beu nfctefruaini plcbeih

G. A. Criessnwo is with the D"wnzuua of Enw lcfeqency, rMdeeti beso nfant, h forequency, ond also high frequenc
AppLie Madmemdra, Nordwwesmr Uailirslay. Evanston. IL 60208. lo rcunyrenatfqecadasohgfeuny

MEU Lot Number 9037626. regimes. SpecificaLly for the case of high frequency regimes

00 18-926X/90/1000-155SISO 1.00 C© 1990 IEEE
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[4], an Asymptotic expansion in terms of the wavenumber k E,'
can also be used in the derivation of the near and far
scattered fields.

For the analysis of bomogmieotu dielectric objects (91, use
of the dielectric boundary conditions in the OSRC differential
equation yields a relation between the electric field and its
normal derivative on the surface of the scatterer. As the
OSRC equation is only valid over the boundary surface, one
needs an addtional relation between the electric field and its
normal derivative on the scatterer contour to completely
solve the problem. In this study, a finctional form for the
interior field distribution is specified, immediately providing C
the required additional relation through differentation.
Specifically, the interior electric field is represented by a
modal expansion with unknown coefficienu. For the case of f aAa

general dielectric scatterer application, the functional form of
differential equation can be analyzed based on an appropriate
numerical method. For a circular dielectric cylinder, a direct , ,
substitution of this modal expansion ,nto the OSRC equation
followed by an enforcement of the orthogonality of the Fi. I. Tw-oimesioa homoemas dielecaic cafer.

angular eigenfunctions gives a solution for the unknown
coefficients. However, for a general dielectric cylinder, such Fig. 1, let
a procedure is not applicable bmcause a modal series defined
in an arbitrary dielectric object is not guaranteed convergence el. Al Permittivity and permeability of the free space

at points everywhere on the scatterer contour, so that the region;

boundary conditions cannot be applied to this expansion. To e,' *3 permittivity and permeability of the dielectric

surmount this difculty, an analytic continuation method is - - material scatterer;
used 110], fill. In this scheme, the interior field modal
expansions are analytically continued throughout the scatterer -, -- ) ic
interior in order to obtain series expansions which are valid 2 electric and magnetic scattered fields in region

on the contour of the dielectric scatterer. Once this is done, 2;
the OSRC differential equatiou can be used to apply the (, H•) eletric and magnetic incident fields in region
boundary conditions, yielding a matrix equation for the un- 1.
known expansion coefficients. In the classical approach, the expressions for the scattered

In the following, the application of the OSRC method to fields in regions 1 and 2 are obtained in terms of the surface
the case of homogeneous dielectric objects is outlined briefly electric and magnetic fields or in terms of the corresponding
beginning with the general dielectric OSRC equation and the equivalent magnetic and electric currents on the contour C,
solution fcr a homogeneous circular dielectric cylinder. A by invoking the electromagnetic equivalence principle (8]. In
brief outline of the analytical continuation formulation, which the application of OSRC method for the electromagnetic
is required only inside the scatter, is then presented and scattering by the dielectric object, a higher order radiation
applied to the cae of a hotmogeneot s dielectric elliptic boundary condition is enforced on the contour C of the
cylinder. Numerical results for the surface electric and mag- convex scatterer itself. According to this approach, for the
netic current distributions ar presented for both the dielec- case of a TM excited two-dimenjional smooth convex cylin.
tic circular and ellipti cylindim- he, TM plane wave der, the z-componett of the scattered electric field in region
excitation. The TE excitadon case is not reported here since I should satisfy the following radiation boundary condition
it forms a trivial dual case. For the canonical dielectric case [I):
studies reported, good validaions have been obtained based
on the regular eigenfunction solution and the combined field 82 El - O(R-'Zm-fl) (1)
coupled integral equation numerical solution [8], [12]. a t I

B 2 m-+-+Jk-+ + (Ib)

Let us consider a two-dimensional, convex, homogeneous k an
dielectric scatterer excited normally by a TM polarized pln W[Pee 1 J" (1c)
wave as shown in Fig. 1. The dielectric scatterer is assumed where A is the radius of large circle, k is the propagation
to be uniform in the z-coordinate direction. The cross section factor in the free space region, w is the frequency, b/as' is
of the arbitrary convex cylinder is contained in region 2 and the normal derivative, t and s are the curvature arc
is bounded by a contour C. Outside region 2 is region I length, respectively, along the contour C. Further, across the
rresenting an isropic free space medium. Referring to boundary contour C of the homogeneous dielectric cylinder,
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the z component of the elecui Adds md the Qanvetre MI. SCArFEAD.o BY A DIELEcTric CIRcuL.Rt CYLINDF.R
component of the magnetic fields are cndmaas. yielding th Consider the case of homogeneous dielectric circular cylin-
regular surfdce boundary conditions der of radius a illuminated by a TMi polarized normally

Es + E'- E1(2a) incident plane wave. In the regular dielectric scatterer analy-
sis, one uses the electric and magnetic field boundary condi-

I. (Hf + =I.9 (2b) tions (2a) and (2b) along with modal expansions for the
wher I s atanental ectr t th cotou Candin erm uintror and exterior scattered fields. However, in the OSRC

whenrma e rtisva t etiave ctrt the exresontu Cb takes the tform analysis, one needs only an interior field modal expansion,
of nrma dervatvesthe xprssio (2) tkes he orm and the expression (3a) which serves as a boundary condition

Mil H 8 E2 for the interior field. For the cae of circular cylindrical

PI op ar (A28) geometry, substituting v - r and s- rqs, (3a) takes the form 0
On substituting the boundary conditions (2a) and (2c) into thme ! E2' B 87E 2' aEl' R . 2E
OSRC boundary operator (1), 2a rr dp

I (4a)
a, E2 a2E2 aE, 2

+ q+ - 77 +AE+ and the coefficients A and B are given by

(3a) A =ik +-+
2" 8F2 (k -jr) (4b)

where the coefficients A and B are given by Ba j (c

A =Ik + - + i (3b) 2(k - jr) "4c
+ 8(k - j) A TM polarized normally incident plane wave having unit

i ~amplitude and propagating in the x direction can be written
5V ' - - (3c) in terms of an infinite sum over cylindrical modes, and is

given by

The right-hand side of (30) is simply equal to B2E', and Ef(r, ) - e-J~ j J M 1 Jm(kr)eJ-#. (5a) *
being a fiuncton of the incident field only, is completely maM -e
known. For convenience. a second operator B2* is intro- For the dielectric region the interior 'can be
duced to representthe operazion on Ej in die left side of smlrywitna
(3a). This operator differs f~rom the B2 operator only in the smlrywitna
permeability ratio multiplying the normal derivative. For the
case of lossy materials, the permittivity and permoeabiity E1(r.~ 0 11 P.J r. e (Sb)
parameters of the dielectric scatterer ame redefned in terms of Ma0f
their effective values to take into account the conductivity k2MU1A C (5c)
parameter. It is known that the tota electric field evaluated where . is the Bessel fuinction of first kind and of order m.
on the contour C is proportional to the equivalent magnetic P. are the unkcnown scattering modal coefficients for the
surface current on C. and that the normal derivative of the interior fields, and k2 is the propagation constant for the
electric field on C is proportional to ý' equivalent electric dielctric region. By substituting the modal expansions (5a)
surface current on C. Thus, (3a) provides a relation betwee an (Sb) int th OSRC relationship (4a) sand by invoking the
ofthe dqiealenlctric sater.Snce (3a)e isuarelation btwesraen orthogonality properties with respect to the angular variableof te deletric1 -- im Pv. Sam 3a)is areltio D on both sides of the expression, the various modal coeffi-two unknowns, it alone is not enough to solve the scattering cients P., can be determined
problem; an additional relation between the total electric field
and its normal derivative on C is also necessary. If a ( i 2

fiunctional form is assumed for the interior scattered electric rPM kJ,(ka) - 1- 3 --- AI J,.,(ka)0
field, the second required relation is immediately provided paI). 6
through differentiation. In the following section, the interior k ~ka
electric field of a circular cylinder will be represented by ank2J(Ca)-AJ.k )

eigentunction expansion having unknown coefficients. This
sing~e expansion, when substituted into the relationship (3a), In fac, using the electric field boundary condition, expres-
is enough to yield the unknown scattring coefficients. Once sion (2a). the modal coefficients for the exterior fields can 0
the electric field is known along the contour C, the corre- also be determined, if required, Similarly, the transverse
sponding scatered Magnetic field along the contour C can be magnetic field can be Obtained by taking the normal deriva-
obtained by taking the normal derivative of the scattered tive of the electric field. In fact, the electric and the magnetic
electric field. fields along the contou C can be converted into the corre-
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E' plewtly contiAned in the bject, and on its boundary a point on
d H*, 'ontour C. If the 5oundary C !s discretized into W points

H, wiraoo-dnates defined by F, where i - 1. 2, 3,'" ,W.
thou W of tnese secondary expansions are applied to the

* , OSRC relationship (31) at diese specific points. The origin
!or th itc m-.c.,dry exp islon is chosen to be the point io
which will be ch'mn to contain inside the R. circle. It is
noted here tbt for an elonoated scatt twit object, it is not
always possible to find a point f' satisfying the above cite-
nia. A solution to this cae will be discussed briefly later

* based on the use of additional analytic condanusons 110). A
secondary modal expansion is now defined to represent the
axial electric field aside the R1 circle

E2(r', ') - b1j-m J(kjr')ejm '. (8)
ma -W

• E;, 12 Since this expansion is valid at. boundary point F,, it can

E:. H, be used in the OSRC relationship (3a) at f,. The secondary

Fig. 2. Two-dtmmioam hmowemus dw, 4b. cylImda. field expansion (8) can now be related to the prirmay field
expansion (7) using the analytic continuation theorem [9]-[1 1]
which states that if the center of the circle of convergence of

conditgoeuivat a i a. e c cone expansion is contained inside the circle of convergence of
• contour C [8]. [12J. another expansion, then in the region of overlap of the two

IM. Sc.rrTuazo BY A CoN P.x SIAm.D DwAP.uc C circles of convergence, thl .wo field expansions can be

CYtUNR equated. Hence, the field expansions (7) and (8) are equal in

Motivated by the straightforward modal solution for the some region of overlap in the interior of the dielectr:c
circular dielectric cylinder, the e ctuomagnetic c scattering object. The exact location of this region is nn

9 important-only the fil that it exists. Thus
* and interect'13 by a convex homogeneous dielectric cylinder

is discussed in the following. Based on the earlier discussion
using (Sb), the concept of the analytical continuation is . bjJ-(ksr)E " J' •
invoked (10], [11] to treat noncirculAr convex geometries. (90
The analytical continuation technique has been successfully
applied previously for scattering by noncircular objects (101, The addition theorem (13] for Bessel functions of the first

* but the formulation required rigorous treatment of the analyt- kind gives
ical field continuation for bod. the external region and also
internal region of the dielectric scanerer. Instead, based on J.(k~r)e'.,
the OSRC relationship (3a), the analysis procedure discussed
here requires analytical continuation only for the internal
region, and provides an efficient technique for the case of - ,E _ (9b)
noncirculs. convex homogeneous dielectric objects. " -"

Let us consider the geometry uf a homogenemus dielectric Substitution of tr" expression (9b) into (9a) yields
elliptc cylinder shown in Fig. 2. Tie eycitatdon is aturmed
to be a TM polarized plm wave in region 1, and is nonaally
incideit on the dielecic scatierer. The analytic continuation bk, - bnJn-"1,,,_.(ksru)t/"""4 . (9c)

procedure begins by detmining the largest circle centered at
the origin that can be completely corained inside the scat- The expression (9c) relaS the unknown coefficients of the
terer or on its contour C (denotad by the R, circle). Inside Ith secondary expansion to the unknown coeflicients of the
this circle, we represent the electric field by the following primary expansion and thm, allows one to relate each
primary modal expansion secondary expansion to the primary field expansion. In prac-

tical applications where the electrical size of the object will
E•(r, •) . b./-AJ(k:r)a (7) be known, the infinite summation in the above expansions

"" -" can be conveniently tru•acatad. The discussion on the trunca-
where b,, are unknown coeffients. Since the expansion (7) tion indices is provided later in this section. Truncating the
is not convergent everywhere on the surface of the scatterer, secondary expansion (8) to some maximum index range - M
it cannot be substituted directly into the expression (3a). . M, and substituting it into (3a), an equation is obtained in
Instead, we define a set of secondary field expansions each .c set of bn. Similarly, truncating the series (9c) to some
with a circle of convergence (denotd as R circle) com- range -N to N, and using it in this resulting equation,
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yields the following set of linear equations: where r. is the radius of the R. circle. Similarly, the
M N secondary field expansion (8) is valid only inside the circle

,b.J4-J.,_(k2,rO)e-" 4 B,+ centered at iF, s( that its truncation index is given by
a"- -M n- -N

•[j--J.(1c~r')e1`*J - B2E l(F, for F=i - V', -M-k F 0 1b

(10) The limits stated in (13a) and (13b) are the minimum re-
quired, somewhat larger truncation indices than those above

It is noted that the differentiation in the B, and B2" are selected.
operators is with respect to the unprimed coordinate system, It has been mentioned previously that it is not always
while the expansion (10) is a function of the primed coordi. possible to determine a suitable point i0' for every contour
hat, so that care is taken to include the coordinate transfor- sampling point F,, This difficulty can be skirted by making
mation when determining the required derivatives. The ex- successive continuations of the interior fields. Since the ob-
preasion (IC) is repeated for all the secondary expansions jective of the analytic continuation procedure is to obtain an
yielding a system of W linear equations, where W is the inside scattered field expansion valid on the contour and
number of contour sampling points. Selecting W to be equal related to the primary expansion, one can simply use more
to 2N 4- 1, where N is the primary series truncation index, than one secondary field expansion to get from the R, circ;e
results in a completely determined set of linear equations for to the specific contour point of interest as discussed in [9].
the primary expansion coefficients b.. Hence the following For such objects, the analysis follows in an analogous fash-
matrix equation is obtained ion, and a similar matrix equation (I la) is obtained with the

_ (a corresponding modified coefficient matrix elements given by
(I ia) P M

where L,J - E E -- •. E,.. )--

B,-b" (lib) p ..- A

F B2E'() I ,.,, (I c) 0

Lj ig SE BM ij jj P ,k'me '" t ( 14 )

,,- -M The elaborate analysis details including discussion on the
• [j-nJa,(kzr')ese] l,..,,. (lid) evaluation of matrix elements can be found in [9). Still more

elongated objects will require more than one of these auxil-
Once the uaknown primary expansion coefficients have been iary continuations, so that the matrix element expression for
determined, the expression (9c) can be utilized to obtain the such objects will contain additional summations.
secondary expansion coefficients for each fo. This gives the V. NUMERICAL RESULTSrequired axial electric field at each contour point i, ase eBased on the analysis discussed above for the electromag.
E;(F,) - _ b~jA-,n.,..(kzr•)eJ(n.,I), netic scattering and interaction by homogeneous convex di-

,-t-S ,--N electric objects, numerical results and their validations for the
surface electric current and magnetic current distributions are• (12) presented for the cae of a circular dielectric cylinder and an

As mentioned earlier, the electric field on C obtained in (12) elliptic dielectric cylinder.
represents the magnetic surface current, and the normal A. Homogeneous Circular Dielectric Cylinder
derivative of the electric field on C represents the come-
sponding electric surfae current distribution. Once the com- Fig. 3(a) show the magnitude and phase distribution of the
plete field distributions are known at the boundary contour surface electric current on a homogeneous circular dielectric
C. the interior and the exterior field distributions including cylinder based on both the OSRC formulation and the -exact'
We far field distributiom can be easily caculated [I]. [j. eigenfunction series solution. Thee results are obtained by

Returning to the question of truncation indices, in order to calculating the modal coefficients of (6), and then substitutingdetermine the index at which truncation of a field expansion the modal coefficients into the interior field expression 5(b). v
is permissible, the electrical size of the region of validity of anhe dial n, icylinder has & relative permittivity of e, = 2
the series expansion is examined. For a given argument, the and a rel,-ýve permeability of p, w 2. The radius of the
Bessel functions of the first kind of integer order decrease circulAr cylinder is a - 2.5, and the frequency of excitation
approximately for orders greater than the argument. Hence, of the incident plane wave is such that the free space propaga.
the BeCSel functions in field expansions (7) and (8) become tion constant ko - I. Since the surface electric current distri-
negligible for orders greater than their maximum possible bution is symmetrical with respect to the direction of exrita- 0
argument. Since the primary field expanlion (7) is valid tion, only the distribution for the range * = 0 to 180 is
inside the R. circle, its truncation index is given by shown in the Fig. 3(a). For the same circular dielectric

cylinder, Fig, 3(b) shows the magnitude and phase distribu-N " k 2 r,. (13a) tion of the surface magnetic currents. The OSRC results
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4 .49 (12). To erect such a solution, the coe.ficient matrix ele-
rments of (I Id) am determined first. Thtis involves applying

We 440 the B2
4' operator to the mth eigenfunction. Denoting these

to, I MN 30 eigenfunctions as 0 in the unprimed rectangular coordinate
2.;24 , 0 system. and F in the primed cylindrical coordinate system,

S22'w have

370 G(x, y) F(r', W)- [JJi(k~')eJ"- (5a).A

F,- [(X - Xo) + (Y- yo)2] (15b)

is 14, 200 ta su-I 1
, 2 M~~rrUM\X- X0l

10 , • In order to consider arbitrary cross sections. if X and Y are
220o the x and y components, respectively, of the normal vector

00, oo on the elliptic scatterer, then the normal and second tangen-
Stial derivatives contained in the B2" operator can be calcu-

*1SO

04. lawd from

02+ 130

oo , = "XT + Yi- (16a)

S20 AO SO *'0 100 120 140 160 10 V I"~ 1 +2 y2 + I± 28
TS-2 4j X d_ aTX -ay dx ay 2

28's d+ y a ] + L]x dy ]
26. CM A.5 x y $ X + Z - • . (16b)

W" 24' 12 To calculate the derivatives given by (16a) and (16b), all the

i 22 firstO and seco.d-order derivatives of 0 with respect to x
90 and y am calculaed using the chain rule and the coordinate

transformation equations (15b) and (1c). The resulting ex-
prsions an then substituited into the Bj' operator and the

6 l0 matrix emen expression ( lId). After inclusion of the terms

14 dependent on the scattere geometry, the coefficient matrix is
1- then completely specified. The general equatiom derived

.10 above can be speciaized to the case of th elliptic dielectric
,.0 cylinder [9).

0.,, Fig. 4(a) shows the manitude and phase distribution of the
Ssurface electric cmrre on a homogemeous dielectric cylinder

.go based on the OSRC formulation. The elliptic dielectric cylin-
04 der has a relative permittivity of e,- 2 ad a relative

02 0 permeability of u, - 1. The semimajor axis of the elliptic

00 cylinder is koa - , and the semmlnor axsis kob - 0.52.
0 20 40 s0 sO 100 120 140 1|0 10 he frequency of excitation of the incdent plae wave is

o wdw) such that the free space propagation onstant ko - 2 i. Since
) the surface electric current disribution is symmetrical with

F#. 3. (a) 1Mado n - of c amm for dhacoic cvir respect to the direction of exctWdon as shown in the figure,
,c du (ko -1. a a 2.S, e - 2••, a 2po). (b) M#SW& mW pum only the distribution for the range 0 - 90 to 270 is shown in
of mapode cufm for d hu elsw cylladst (k0 a 1. a a 21.
e •-*, a 2o). the Fig. 4(a). The OSRC results for the surface electric

current distribution is compared with respec to the "exact"
&bow good coirespondence with the "exact" eigenh•acon solution obtained based on the coupled combined field inte-
series solution. Val equation and method of momets technique [S8. For the

same elliptic dielectric cylinder, Fig. 4(b) shows the magni-
B. HOmOgeneous Elliptic Dielectric Cylinder aide and phase disiribution of the surface magnetic currents.

The OSRC numerical result for the eilptc dielectric cylin- These results show good corrso to the combined
der is obtained by solving the matrix equation (Ila) for the field integral equation solutin. Once the surface electric and
various modal coefilciews of (I lb), and then the modal magnetic currents am known, the far-Gield distribution can be
--coeficientS a'e substltuted into the interior field expression eauily calculated (8], [9).
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,4 4o The classical scatring and penetration study of dielectric
- object is generally based upon the coupled field formulation

with the external and internal fields directly coupled together.
RI MI/i 120 However, it is shown here that substantial simplification in

,i I the analysis can be obtained by applying the out-going radia-
10 ohion boundary condition directly on the surface of the convex

.l00 homogeneous dielectric object. This approach decouples the
0. fields in the two regions to yield explicitly a differential

S0, equation relationship between the external incident field exci-
tton and the corresponding field distribution in the interior, .o7 so of the dielectric object. The interior fields are obtained by

- CF*MM~ first solving the differential equation, using either an anayti-
" " o cal approach or using a suitable numerical method. This3 " technique can Wwte mpl ied to conducting geometries with

0. reentrant features and will be reported separately. Two-di-
03 40 mensional scattering examples along with validations are

0 breported showing the near surface field distributions for a
0 z " homogeneous circular dielectric cylinder and an elliptic di-
0., electric cylinder with transverse magnetic plane wave excita-
00 2.. 0 tion. The formulation and the corresponding results for the

90 110 130 ISO 170 1 ,0 2 270 transverse electric polarization can be obtained based on the
0 (dew") electromagnetic duality principle and are not reported here.

(a) The resulting surfdce electric and magnetic currents are
compared and found in good agreement to those obtained

1.4 I[ from the coupled combined field integral equation solution.
1.3 10

12 (1[l1 0. A. Krlepmaw. A. Taflovy, and K. Umashankar, "A new foriu.t 1.1 26"Ic of CWcVOmgnet wave SCaftheig using an on-surface radiation

2 0 bioud aaY con m aie." IEEE Tr am . Antenna , and Propaiat., vol. 0
S, . AP-35, pp. 153-161, Feb. 19r7.

I( [23 G A. Krisum and C. Morawm., "Soving the HeLmlottz equ"-1 9. 11o. for eOexr problerIs with variable Index of refracon: u.0. SIAM . $Wi. Stat. Comput., vol. 1. pp. 371-38S. Sep. 1980.

.13 (31 A. Bayliss and E. Tuftul. "Radaiaon boundary corsdions for wave.

like equatioms." Commun. PUeM Appi. Math., vol. 33, pp07 "/0M-7"23, IM•.
""[41 0. A. Kieaiw and T. 0. Moot,. "An applicatonofthe on-surface0S ,rdio coodi• to the scaiering of acustic waves by a reactively

"5 .2loaded sphere," Wave Motion. vol. 10. pp. 2T7-214, 1988.
.30 (51 0. Mur. "Absorbing boundary conditions for the fInite-difference

: _4 approximeon of the dMID-domin electomapetic fild equations,"
.. W Trmf. Eltronmn. Compt.. voL. EMC-23. pp. 377-382.

03 _ _ Nov. 1911.
02 0 (6) L. N. Treftsb• and L. Halprs, "Well-posedras of one-wave wave
02 equalm and• Absorbing boundary coedliono." i1t. Compuc. AppI.
01 , Sci. and Eng.. NASA LaSnGey Rae. Can., Hampton. VA, Rep. 85.30,

June 1915.00, _50 ([7 K. Ummsbakar and A. Taover, "A novel mehod to &anayze electro-
90 110 ISO 11o0 t0 210 t30 290 270 m Kwering of compeie objects." IEEE Trans. Electro-

mqn. Compe.. vol. EMC-24. pp. 397-405. Nov. 1912.
4 (Mom) [8) -, "AnalyUcal models for electromagnetic scanering."
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cylinder (ko0  2 .a. aa1, Ir. b-O.32/2Ir. a, Zoo, 0- wso). (b) (9) S. Aendt. "App'kedon oftheoo-surfce radiationcondrUton method
Magwaide and phase o C ueW for di•l•t.ic elliptic cylinder to to-dlmioJ elecWumApW Scathering problems" M.S.
(ko - 2 r. a - 1/2 r, b (.32/2•r, m 2to, # a pO). tMis. Univ. l1linois. Chicago, EL. Apr. I9"8.

(101 D. Wihoa and R. Mima. "A new numerical a•pro0ch to the CaJcula-
61oe of elecMoumagmetic Wasring propesrot of two-dimmosionaJ bod-
ies of ArblmarY Cros section." IEEE Trans. Antennas Propagar.,

V1. CONCLUSION vol. Al-20, pp. 310-317. May 1972.
Tre rcent now &,•iydli• formulation of elctromlagnetc fill C. R. Mu-49 , R. Sandbutg, and C. 0. "•e•nie. "A unuericalTmtehnu for the determundoo of Smcteei eng e secr" ne of intniut

wave scaftring by perfectly conducting two dimensional cylind0S Of arbitary PoRetiCai cros sectlos" I"EE Trans. An-
objects using the on-surfce radiation boundary condition tenna Proposat., vol. AP-13, pp. 141-149, 1965.
approach is succesfuly extended and validaed for &,e case j12) A. 1. P;" 0 and E. K. Miller,. InGral equation solutons of three

o s h e o d1ie cdmo proiflis.'" in Computer Techniqus for Electiomag-of two dimensional homogenous convex dielctric objects. Resnet. Rt. Mmvi, Ed. Landon: arpgmuo, 1963, ch. 4.

A156



1558 fU TANSACIIONS ON ANTUSlNAS AND PROPAGATION. VOL 31. No 0o. oMTSU IMC

1131 0. N. Weaft, A TYint On the 7Tir7 qf BWAu'eii"e. Kwo& L U.mbar (S'69-M'75-SMWU1), fore a;bs~I~ md biot-
Cm~r~p. MA: TU Uaivueiy Pi. ING. ?Why pows an p.n 765 md 766 of die June 1966 smwe of *ia TwUHSC-

, 0u loebk e eslal.alirift bor di Univer-
riOf MbM*. Cblmg. IL, in 1986 and 1988, e oe S'5S1-r9) frapooW adbomh k

mpm~vJy. He is cormady pawmlq the Ph~.D. Aa aoe(7-M4F0.frapo~Pmsdbomlypes
dor is Physics a die Unaveusay of Chicao, stpap 1812 of the Dco..bw 19M IWw o( this TmA~c1~ovis.

Mr. Ar~ead is a nhlndwe of Tau Ban Pi and Emn
Kapp Nia.

Grepr" A. Krhsmma, for a Plaop~aph Lad bfopaphy please an pape
* 161 of the Februuy 1987 same of this T*ANsucnows.

A157



Daniel S Katz arnd Alleni Tallove, Northweste-rn Univrsity, Evanston, Illinois
Jeffrey P Brooks and Evans Harimgan. Cray Research, Inc.

The numerical modeling of electromagnetic analysts adapted their out-of-memorv scheme for this
wive phenomena can be a computanona~ll intensive code and subsequently developed an out-of-memory
task To date. the design and engineenng of aerospace solver suitable for simultaneous solution of the mono-vehicles has been the prinary application driving the static RCS at a large number of illumination angies *
development of Large-scale methods in computational rnght-hand sides) In fact, th~e number of right-hand
eiectromagneuc~s LCEMA) Efforts in this area have been sides could be in the thousands, approximating theaimed pnmnanly at minimizing the radar cross section order N, of the MoM matrix Subsequendtl. a parallel-kRCS) of aerospace vehicles RCS minimization enhances processing version of the "N right-hand-si~des" code
the survivability of vehicles that are subjected to pre- was developedcision-targeted 'ordinance- The physics of RCS is deter- Aýlthough CLUD works well. two drawbacksmined by Maxcwell's equations and the consurutive had to be addressed for very large problems.0
properties of a vehicle's mnatErials. As a result, the
interesting situation arises in which the effectiveness '7The inputý output (1 01 for CLUD is either syn-and cost of state-of-the-art aerospace svstems tin part chronous to disks or synichronously staged fromdepends on the ability to develop an efficient engi- disk to Cxay Research's' SSD solid-s'tate storageneering understanding of 120-year-old equations that devce. If th~e nmarx is scaled to fit entirely in andescribe the propagaton and scattering of electro- SSD. this is not troublesome. and near-peak per-magnetic waves formance is achieved on, the CRAY X-\IP andTwo .igointhrns art of primary interest in CRAY Y-AW systems Howeve: a O-y'K,nis field the robust, traditional, tull-matrix. frequency- compie~x--value'd MoM- matrx reciuires ar. 800 Mword00o1.1n integrai eq uation method of moments (MoM): S5D. which is not currently availiabie. In CLI.D.anrc eme "in"liz-me-domain. zrid-based direct solutions ver large problems of ffiis size recuire s,.n-o: NMixweli, curl eq~uations Both types of algorithm chronou-S 1 0 between disks and 5SSD. xhichmake efficient, use of Cray Research hardware and reduces overall performance-SO!itware caaiiisThe CILUD algorithm is based or. a SAXPY nope

kernel that works on individual columns This kernel
Full-matrix MoM field computations at 2 GFLOP runs at peak performiance on the CRAY X-MP and

I LCRAY Y-MP systems. 'nut not or. the CRAY-: svste-',n the MioM area, one group of important because of a hizh ratio of memory operations to
- xct> 'rizinatedi with -he Rao-Wuiiton-Glisson mrangular c.omputation

731je ach technicue for RCS analyis of arbirarily
,a't n ree-di mensionai conducting sacue Cray Because th-e Crzc Research natiemamca!

-c--n anjivvs- Je'e-mined that the primary mak sOirware grour tiac .cptirnze d the BLAkS-_ý -Basicrer% .-. oives ine sciiut'on of very large dense- complex- Linear Ai-Rebra' Sut:routines, to run a! near-peak per-~u~u~-I -tic O ". I0 fn agr htoce orrnance on all Cr-ay Research Computer s%-stems, an!n a-ailame ýent ai memory A strate~v evolved to mn rove d a igorthrn was deveioned rhat was based on
-,rcs -am. I~ *a-,iuec anefriin oweu~ arix dmecom- 'MtesIe kerneis A block-oriented method wkas adapted

-~ r~-~- ci nw~saneficintot~ofmemoi.ror L-kAP~CK to run out-of-memory' nyefre Brooksa- ~acia-a' m.irpl P'_' usage. The oi C:ray Resarh enchmarkinr decartrnent ThPe
* .AUS ~ - h--~ L-oWer-Lppcr Decom- routine CCE-TRF m-ade use of t'wo BLAýS- -3ker"neI S.'o t'for the CRAY-:. CCE-MM cOmPie-x matrix mulipirv ana-_ CTRSM,,%RA YM compnuter Sys-tCMS This cuomple trianpular backsoIve~i,,e uii-tvamonIZ Mok u~sers T, adap~t CGE-IRF to rn . t-r-emr

* , - -- '.1na' rrov.ide(_, assistance te 1arxtsvc c,~t siarsAý ar: r-tr~~~E "- ."m- -~imunir-v in acapting these irnc cnitigo _arg nube o s aucn cim n -i

.* rcrn~irsuiac * 4bsToconu ea new beari Kacicn oun

Na"~ :Cwees le mma 'c, t
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ued in the aclsL CLUD code. Hom duee slab- to be as robust and accunu us MoM. but have dimen-
sid memory i&6 am used in the new code to sionally-reduced compumtonal burdens I approaching
aslw for aynduonou VQ The Scheme order (N)1 such duh whole-arcraft modeling for RCS
used in C M isplreserved an t mw ou-o- be considered in the nru future Currendy. the
memory ,on. prinmay approaches in dus dss am the firte-dlfference

A maune called CQJXMA wu wrimtn to ame-domam (FD-TO) and blft-volum¢e nme-domain
take advanmgr of Golubs identit which reduces the (FV-TD) techniques&. These ae inalopus to euMing
mulinpication count for complec-number products. mesh-based solutions of luid.flo v problems in chat
CMXMA converts comple maix products w duee the numerical modal is based upon a direct. Ume-
real matix multiplies and several marix additions. domain soluton of the rns a differenial
(This rounne is available as CGEMMS n SCUL 6.0.) equaioWn Yet FD-D and FV-TD are vry nontradliconal

S The Stassen's real manix multpy (SGEMMS) was approaches to CEM for detailed engineering applica-
used w save huthr on operations SGIDMM C a tions. where ereluency-domain methods (pnrmanly
Saissens a di o to the sdr BLAS-3 W-mix MoM) hae dominated.
mautI muldply routine, SGBU SGEM S was Writen WhI FO-TD and FV-TD methods for Maxwell's
by Cray PReuchds O mathemaical Xsf group and automatically equaons a b ot he sampln of the

isncuddi0fCaySuni ner.d dbbuton vn surrounding
is included sys version 6.0 of the stracture of ian The sampling is at sub-wave-When amomatcdaly mukiusked to mn on to run on all erph (*) resolution w avoid alsing of the Wd

ad eght processors on a CRAY Y-MP systemn the OW~ pW U magnitude and phase information. OveralL the pal
new our-of-memory code ran at asver computation isw rovide asef-COnsistn model of the mutual
ra exceeding 2.1 OLOPS Only 199 hours wer on a CMAY Y-MP WL of al the elec .caly-smafl volume cella that
required to process a 20K-by-20K matix.DuOing this On, *a n•w compris the amucmre andits am fer d. even if the
run. 138 Gbyte of VO wm dlchapd vo and horn -stuctre spaew mns of A* in three di•ensions and
sewen DD-40 disk drie Yet. only 228 seconds (3.8 min- there are tens of miioons of space cdL
uts) repnesensed VO wait time In 15a. 90 pernr of cd ra n at awmags The primary PD-T and FV-TO alprkhms
the actual VO opme osn e e con wa t sre.bdfuyelc. / r cm at

h ie iu p th metic by vimuse of thewid- hily vecwrnbie shmes
anhrnous Ld 0 and therefore did notcon- 2.1 for~tie-muachng the six vww componnent of tde
abuoom u~obsuverd dm•As mwe GecSm eM nmr eld at each of &e volume cels.
the bmv e of ed uo scheme The explicit na=t of the solvers is maintained either

* mImprvedL with the I/O concuency hac rising by ear or prl -oecor time-Inegton
9 percent for a 40K matix. Thus, thme sio schee sent methods differ prlmaarily in the set
associated with soving hui# des complmx-vaued Xp of the space gr (aimold -mpe stuctued for
MoM matws could be buried almost complenly. TD. body-ficrl otr for FV-T) and

die anfocnimen of EM Od cantuity at the Interfaces
m~su ~mU~d ~of adjacern cells. As a result die number of floating

point oPerations needed w update a &kd vector corn-
Altu the W decomposition Lwn over one time sup an vary by about 20 to 1

described hem is holy ecint, te hndaml arone idin mocha
(ordr(N3)j compum na buden of WU .o Homwec the choice of aWmrithm is not
remains dimensionly laMp In fa. it is so lia that snlgdrwd despite this wide dra of computm-
there is virnlly no prospec for usli die u doa t bona•rld•ns. Theri s an -mo- t tradeoff decsion
full-mari MoM to computionally model entl to be me& Namely, a bn sImpler solver such as
e stucuares such as G&= plnes. at radar MD-rD uses meshes chat may not be compatible with

freueci s omuhaoe L50 Nix. Ye. rada keq ensthose used in other arscengiera fetg studies,
of interest an grady muced 150 WMz. dlNbk.,Ws &opao alli dymnads (CPD) studies in perticu-
10 OHz and highe Much rme diu, d`inee, la As a resul there Is much homework" to be done
has been invested in the 1 1FIa I of aerindw as researchers Lam to Pieram a new doss of thre-
iterative kfteueny-domai splad lmdudn dimn al meshes spedik v m ii's curl equjaions
c.~ -tgain and apc~d wuewOn the othe rhand the amo complex l'v.TD solvers

th ipoms bonayitga er ot MO& aon utilize Cxstnga mesh jeneasorm but require
* w eizin dimensio rdcd (order (?I) or substantially more alithinic mpua arthmetc

less) comp~uudu burdens. Such methods would and sOMr. Both PD-TD and FV-T ailthn ane
permit, in prind* the modeling of entieacr hiy vcm ha ing bern chnsarked at over
radar frequencies above 1 GH Kow these l- 200 MFLOPS on one procebor of a CRAY Y-MP system
natives may not be as robut as the bill-mrx MoKs for real models. Howem the attainment of even hifher
Insofar as they myr notprovide resubteof end teriag MIPLOPS rnm may be hamped by the fact
value for a wide clas of strucamte wiut e we th spac gils have an u numbe of non-

havingso e nder lthe Irave a m has d sndard� cells hat rquire either scalar or odd-lot
Ptoblems Involved in auve operons. These nonstanda ceDls result om

domain, fuWl-matrix MoM u.hnolo to Wp scale the need to program a ner-kild radiation condition
9S modeWl hae promped much new i n at the ou mos grid boundary (simulating the grid
an alamative clas of non-mni approace: direct continuing to ininity). and dte need to stitch topther
spa:e-ifrL mneomain solve for Maxwe]'s •ime- varying "yp of meshes to accommodate complex
&pendent curl equations. These appmaches appear Wu sC shIapeL Despitz this, it has been found possible)A159 17
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-- electrically W three-dimensional srucmue of eng-GLa inummm ,a~ la.a e indne i inletan 2). The overal system dgnprem involved

7A sizg and shaping the engine inlet to meet specica-
LAW tiouis for bodh aemodynarrucs (thrust) nnd monostatic
LI RCS at 10 GHz. The inlet was asumed embeddedto~ within a simple ret•pa metal box coate with
j.L21 (9commerudaly svailable radar-absotbunl material that

4A provides apprximmaly 30 D (1000 to 1) suppression
S - . of de om ane& wave reflectioa at 10 GHz. Thus.

the MDTD computed near-field and far-field elecoo-
n~n ponse was primarily a function of the

-e a. inside wall shpn of tde inlet aid not any atm or
__ embedi&~

-:30,4 As shown in Fipfi 2. dhe unident wavm
was assumed to propagte from right to left and be
polariz•d wth ts electric field poinan across the

I. ass ,- g mnarrow pp dimension (y dircton) ofthe inlet. In
Sthis gir. the aperture ofhe inlet is located at the

S nght and the inle is shorted by a conducting wail
to achieve nearly 100 percmt concurrent utilization Inn-, that represents the turbine assembly at the far left.
of all eight procesors on a CRAY Y-MP system usinggl t"Mbi With the b dimensions set at 30" x 10." x"lO. the
Cray Rkesearch's Autotasking automatic muiltitasking MG M lpsi~ ovai Unle and box mwi configuratlob spannied
software feature for thuee-dimensional FD-TD and 010115 25.44 x 889,1 x &47A* at 10 G~z. For this OazL the
FV-TD codes, Only relatively minor modifications wer FD-TD space cell sie was 1/8" (A,/9.43); adthe
requied to the orginal kslle-processor Fomn code ovewal iace had 270 x 122 x 118 cels that spanned

4 M0 and contained 23,321320 unkmnwn vecw
held emmponenm Scartg with zmo-Ud initial con-
ditions. IS M -s•im e s we used (5.,25 qcles of

Exceem validatons of FD-TD hav been die bxiduu wae) v march the kOd componmm to
obtained for duee-ditnenomionl ;pA ms that involve the snusoidal neady me The compuser running
some of the key oma M physc involved mea w oni, 3and 40 seconds per mmonoc
in RCS phenomena: feds, mounoeac ptern Sc••aulaon n the CRAY Y-MP sys n us
and bisUtic RCS pan=u. Hem we detaid the reuml of aumantic uldproces acos tL processors 4
a canonical, but difficult biatic hS pa valideadom (7.97/8 proccsor concunenc,), y ng a

F•ure I shows de bitic (sde-scatm) compuaon rnw of 1.6 OPS.
RCS of a Par of 1-, diAme onducting spha In addition to simple data for the RCS pautem,
separate by a 1A- air Wp The h a llum-knd the FD-TD modeling provided Atdei of the complex
by a plane wave that alga i• onnec near Wf"ld. 3 shows d nmo disrbution
the centers of the s .w dte bWmSWc pamm is (poIve amd netive values) of the toal pp (Ey)
observed in the pl of the incdent electric kid. electric fed compone in a two-diensional observa-
(Note: when + - '. the response is in the bacJ cat tion plane that cut ths u the center of the three-
direction; that it. it is the monomtic R ) Hee. the dlmasu enrmin- inkl. This phoioaph was derived
comparson is betwee FD-TD (us qa moody Cxua. from a color v•i ep display of the pppt"partially unstructured mesh to y e l k peneating the inlet. poe ed dy
spheres surface curvanues) and an analytical apa by die TmhedisMpltye was l ay
weil-suited for this ptobem. die pr dmulzi- N lose in the im-•tppifng de fiedd had settled
pole technique (GMT). A ui bet the two In ma a repthv sinusoidal oscillation (standinig wavo)
methods•is acemekn within d1 A ( mo i NSOidhMi It may be possible w use such highly derailed near-fie•d
t25 percent) ova a we47- (AM t- Information (very difBccul to obtain from measure-
of RCS. This modeling accuracy on despise some imr . sgw , menum') to improve fumre RM( designs. Comparatively.
tough electomagnetc field pbyvi : de sphet inter. if MO1M we applied to model the ame enie inla.
chanp enery across the air ppi a • hly-.coupled

n= Fo hspolmanrsv FV-TDapaahs
to refacton and reflction ofnumeicaol waw prop.-
patng across global mesh distortions in the air-pp
region. In fact. the two-sphere problem is a canonica
cumple of difficult three-denslonal strmuctures having l
substantial EM coupling bemwen disjoint reglons.

The multiprocessIng in-memory MD-D
code was used to model the RCS properties of an •--
11
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Scattering of Electromagnetic Waves by a
Material Half-Space with a Time-Varying

Conductivity
Fady A. Harfoush, Member, IEE". and Allen Taflove, Fellow, IEZE

AM sof--l pper si o n fir tlo d lt IM e elseene A physical izwprewlon of the nal msW is also presented.
dmelk Om Psindes 141d Pttl fir 0 in5W To verify out uoly"cal tisi, comauismo is mde when-
bef.,poss ,e , ion -ft e ever posswble, agpinst purely nmrical rnolta generated by aIlMlq me an conM~ft d • IU b smmems duo ever poemo

wvyIs disas a comma -o a ONA fnite-diffaevaeu (FDTD) method 7]. Finally,
bodim. The s Pr~ 0 Nebe~ sfhdmd WO b- and to fwiher verity our results, the analysis is chocked in
i srms*oe - U .. d esplei a los dnesides the limit of constm conductivity both analytically and nu-
Pa ieser NAiuit asmi 06- o - W .1 of d o& W mericolly. The incideut radiation is a step-modulfted time.
ol b*l -oe g .dolN I I ol - , II I o- harmonic plane wave of ftrquecy w. To enable an approxi-d". lowe,"I "NOON •M Ow"m = , 200110 ,oll ,W" s-

Ineb ebtsid bId W domew do (miob D) m• t. mathematical result, we walyze two differe t'cases and
limits. In Case 1, the conductivity is given by a(t) a oo(l +
ef(t)), wher•e r is a refrence conducth , e is the ampli-

I. LmmWcreom rode of the modulation, and A(t) is a pislodic fnction of
LETOMANTM wave mWoa scaering time with periOd W,. We develop an asympttic approxim.
bimerut/oo with me"/a bovi"l time-varyinS iaMMOM don i° of dom Wdk in tle limit as e* -0 with cc and w, held

h ms be ns .mmvely tudid. Howeve, mo publise work fixed. "ni result in eimple expna dot age we with
coemlisr only time-va.ing purmM,, or p nu k f,,".

[11.-(4, and mt tim..vawyij camdi *. yet. dnW-vrying t Cos 2, the conductivity is given by e(t) - q0/[l +
volumoc mcas tivisy multin frm a mcl bunt, aawo- #(1 but now e ad w, an fixed while w -. HereMo•., the
s Dlucautest , or other s iom a c can material balt-spece is highly conductive with a -sbt@il
matkdly Sabat wave propogetim. puthwr, time-varying ti am variation. We develop two asymptotic schemes for
face c&xdv'y c affen t th&S re do = mve and anlyziig this Umit. To obtain the scaterd field, we apply a
scattered in objoes. Tbhe pOsnarmm cm be exploited boundary layer mlyss for the maea region close to the
for agieing bomet if apperp im undustanding could be inwrae. To obtain to G" within the maerial, we apply
d . (with some modil•foas) a method developed by Lewis [8J

scattrng problems invoiving modia with gopuul 0 td die short-term behavior of parabolic equations. to
and/or spaially varying permittivity have been analysd th proem cronte, we unam thet the fiels within the
using m a hate ons Ill a.d w (5]wo i E, maesr am e propauedoo to dh produc of a slowly changing
•6]. Awugo a geair lioqae rpresentdon is possile for ampliftW, and a rapidly doeayi exponential. The daeen-i-
a medim with time-varng comdctivlity, Urh rsufltng re. notion of the expfe ad the amplitude parallels clsic
csvo relation91descri is vy geo tical opic nasm h asa onlt-oir
complicated and difficalt to salve. Heue, litis 00 ion"t partial dliffrotend elkocal equatio determines the exponen
possibl to obtain a mes y dioena equation, M. 0. a "fu•n•por" equatiou determines the amplitude. We
gidles, ; of the a med coudctivity variation. obtain space-im rays. which carry the wave into the half-

ldaixs pwer, w uooldd bs achsriag amd p g space. his representation braks down a•r the interfce.
problem for a mein al half-spur whoem conductivity is & However, this nosundbrmity can be removed by nuaching
petiod&ic nction of tlme algk . TMw empas is on tnh the "my" solution to the boundary layer solution mentioned
auadhemtic tools uued to obtain an approximate solution. above [121.

T.he mainder of the paper is organ•zed as foLlows. Sec.
MinMlP mivei Aa••9. I mv.n lqu oe 6. 1t0. Theis *w ti•ns de]dn die problem and inVOdU the dimnasionless

am I 'mM bY NiNNuul d Fm POaM Onm AX 8 I tI M quantities oftedl. Smc tion ITI Analyzes Cast 1, te half-
mWd by sw 08s 01 NaOW PAMM6 6sW CO~NrI OoI4-aS-K4s73P A. Kuh•" W w•i do Pml PIm@Wg A uskraW Laba"m . MS spIOe With sllgly modulated Cod vity. Section IV pre-
145. P.O. I=e SM0. Uil. CL #0510. m the two Analyses for Cae 2 and determines the scat.A. TdoAv W W Dsie m m e Umra oSqmmfabg &A Cow tered field in the large-conductivity limit. Section V describe.s
IL hm.l . T4ei0mii1. Neis.ui Uia, Ithe matchin of the asymptotc solutions of Cue 2. Finally.

nM Lo N0sr 9100556. Section VI summ izes the var-iou rMeu and conclusions.

001i6-26xJM9M170OWeeS0.00 @ 199211MU
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APK'AJIOSMN MD TAFLO VI: 5CATrWUNG4 OF RLUCWObL4O?4rC WAV11S I"

Bsaln inn M. CAss 1: Pittramrslom ANALYSIS FOit TIU
Low- AmFUTUD CoWDucrrvrry VAsuA1noN

In this section, we conside half-space contductivity varia-
14air-$face meitum With tions of the form6~f (6)i-Vryn
codutimovityl a 00(i + 4 i E5WI'g + (6),

where. l cIand jsa phaes Wit.Wedirst assume that is
N~rmaiy WCd~ntgiven inside the medium by the regular perturbation expan-

Diane wave Sion
* Fig. I. Plaaiewave inimon ahalfem tie"witha aut-varying D(x,:)a 0 + eat+ e102.e + " .x>0. (7)

ConduuvifY.

hIserting this expansion ifito (1), (4), and (5) anid equating to
11. PRtOBLEmM Dei'rnoN zero the coiefficienits of the powers of e, we obtain an inftnte

A plane electromagnetic wave traveling in the +x direc. se of differential equations, boundary conditions, and Wntial
tion is normally incidenit on a material half-space with a dm, which sequentially determine the 0,. -The zero-order

* tme-Varying Condctivity a~(t) = aej(p:) (see Fig. 1). Th problem is given by
partiadifferential equation describing the normnalized wave G0N-0 0 Gott+ a00 1 , x>0 (8)
electric 5Ield in the midium, 0 a Ex / E,is given by 00,-00 H(t -xo) s( -xo). x -0 (9)

where x and t ame dimensionless variables defined by x a -7h copf souto of this problem. can be obtainied by
* kx', I w wit'; k and w, are, respectively, the free space trnsfr methods because the conductivity bias vo is con-

wavenwuber and the incidenit wave frequency, and where a Tetanitsluo sginbyhentrl
and Y ane dimensionless parameters defined by a a vu/#0&,
ram w, /wi. Hefe, the primes denot the dimensoned quanti- 2-OV VV -V ,T
ties and E9 is the amplitude of the incident wave. Parameter I J +a dv (1
a is denoted as the material dissipatio factor.

We assume that the total field in free space, x < 0, is where the interval [0, 11 defines, a brnmch cut in the complex
given by plan of integration. The "steady-uatw' solution as t - c is

£InE0 {U(t-r)R(:-x-x0 ) + Uwx,t))I, (2) given by2
ideriiying Has the Heavisde stepfuinctiott, U* -U(t - 00ct( Y 2 (12)
x)H(t - x - xo) as the incident field, and Um as the scat- [(I - '.)2+ ,2 JI2,/l

* tered fleid. Thr~otihut this paper. we assume a sinusoidal
dependence of the incident wave, whern y - y~, + Pr1  j* -v I-i s the complex propagation

Constant. The phase shift v. is introducied by the complex
U(t- X) -sin (t -X- r). (3) mom uof -.

The requiried continuity of the tangentiial E and H 6"ld at Th Modepme fr0isgvnb
the medium interface a&d the form of (2) gives the following DIX 0,ali + O0,, + a sW invot, + 'a Cos P100 (13)

* boundary conition for 0 at x -: a0,-DIM0. XM. 0 (14)

0,0 ,0 ) 2aui( g(t) (4) 01 -air-O, 1 M0 (15)
at which now has a forced form due to 00 and the presence of

In addition to (4), 0 must be a omagoing wave at x m a* and th modulated cionductivity. Apian, 'thi probliew can be
satisfy the inta codto solved completey by trnsform tecchnqus. The stead9-sta

result can be shown to be
c(X >0.0) - ,(X >0, 0)-O0. (5)a

These initia Conditions ame due to the Heaviside s"tepfnction 2t Re (k~e" + AesJ eAv+ I)' itpresent in the incident field, and imply that the wavefrom is 4 1 k2 e'r + ftpJ CAI'it (16)
at X - -Xo ad tune t - 0.whr

The ni~tia boundary value problem (1)-(5) has Do closed-
form 116111110on for any time-periodic conductivity. We shall,'+ 1 (17)
therefore, develop asymptotic approximations to the fields for 7i=- (7~ 2 2) (7
the two separat casm described in the introiduiction, and
vallidat thes aproI111a6tios using the purely numerical A- [J( + v.)-, k) Is
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a=t"ApsACflO) ON4 AHIUNAS AND PROPAGATION4. VOL 39. 140 7. DALY 1W)

@1 V 1 47(1)3I +0.2s~n(Vti+4')

k22(19) 0.74

[J( - ) - -Y k2  a/ ::

an 0.

S~ a~ -)'O

and Re denotes the real part of a complex number. The new :V 0.70
C

variabe I is the transmisiion coeffcient due to a constant
bia go, and is equal to 2/11 + 4,-a I I-oyi~iVIC

TO find the scatterd field, we assume again a solution of Anltclvle

the (OrM 6
20 210 .40 ...

I MU +el+ 129+(21) Phase shift number. N
*w2(2vrN/ 100)

From doe continuity nf &ie field at the boundary and ft hefct fri. 2. Relm G& amL~d at the diiwmanea fiuqabocy vuslis the

tha each (j- term wadises a homogeneous wave equation in w~jia 1mg awit # w obuad badi by FDTD and fte ki-Otder peraubs.

free space, the zero-orderý steady-stat scaunerd field can be tic anayzsi.

show tobe. CsA= 2: BouND.ARY LAYER AmALYSIS FOR 116

U -c Re prAt" (22) TIm-VARI"ABL lHzosay CoN~ucr?4o HLALY-SpAcE

where a is the reflection coeffic 1 Ae4 du to die constant bi in this section, we consider hall-space conductivity vansa-

010 ~tiona of the form a (t) - go /I + e sin (P t + 4J) in the limit

I ~~~~~of largeodctiit;i. e.. #0- ae wth r &-d e fixed.If we

1-a (23) wish only to determine the scattered field, the required
-I + jj a information can be obtained by analysis of the mttcture of

the half-space field within the fims few skin depths. In tems

The firs-order smteay-stale scattered field can be shown to of the dimenasonleais distace x, this corresponds to x M

equal I/ v'&. The analysis of this "boundary-layer' is carried out
in Section IV-A.

Uj~- T Re{E[k, + A eAIIX If.on the otherhband. we require detailed Ilmowledse of the
field penetrating the dine varying conductor, a different type

4-(k2 +B5 1 A1-'xx*)) (24) of field expansion is needed.- In Section NV-B, an asymptotic
aWwxiintion is constructed which is strictly valid for x P-

where k,. A, k2. Bare defined above. I/Va and t W /a. 1bis approximation becomes invalid
We now comperp the total scattered field amplitude ob- neu x a 0 for all time, where the boundary layer expansion

mained (to order e-) from ('-1)-(24) to purely numerica of Section TV-A becomes valid. However, both represnts-
reaults obtainied using FDTD. Fig. 2 shows the valriation Of ions ame valid in a small region, and this permits the expan-

the scattere-field aImplCItde at the illdmintion frequenY sin to be matched.
verwa the initial phase shift (0r) baree the d Incident wave Finally, we observe that both field expansions become
and the timle-varying con~xductiv for *0 - 1. a-0.2, and invalid nea x = t m 0. In Section V, we WiW Perform a
r =-2 and 3. The Am-order approximeton is seen to agree local analysis and show that it matches into the other repre-
ver well with tdo FDTD results. We also am that for v - 2, senwions.
i.e., w, - 2 wi, dico exitsa ampliWde depoadenc on the A-7s onayLyrN
initial phase sh&t CMh ==n behavior will dlo be observed A h onw'LyrNa
in Section TV wth& toe wmylc roult.) For r - 3 anid We be&i by introucigtesrthd(o onaylyr
other values of * '* 2 (not shown here', there is no amplaitde variable I2 r- x (which we take to be of order unity) into
dependence 0n phas Shift. This is found to be true even for (1) anid (4). We Obtain
valumsquite closeto 2, as for exampie -2.l1. This strongly
suggests an qterkem= eefecthatocc~ursonlyf tbconlductiv- Or,,In (of), + off,, Tr>0 (25)
ity vaiatious at twice the incident frequency. Such an effect
at , m 2is plaualbOeSiamthe scattered field at the boundary 0, - V0,wg2- (t), at 2 - 0. (26)

involve a zero-order ter like cos.(t + ý,) and a firsorderF
term like co((& - 00t. For v n-2 dme two ter ca teFor large a, we assume that 0 has the asymptotic represenws

add up to result in a reflected field amplitude at the il -nim

tmo frwequecy that varie with the phase j aNd is 2 if (277)
periodic. wm
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Substituting this amata in (25) and (26) an equating to zero and is needed to determine the scattered field. Its evaluation
the coefficients of the powers of Va. we obtain an infinite can be done, in principle, by numerical quadrature. How-
set of boundary value problema which sequentially determine ever, if 91 is an integer, or the reciprocal of an integer (so that
the a.,. Since we are only ineese in a leading-order term, wo and wI are harmionicaly related frequencies). we can
we restrict our attention to 0,. It satisfies proteed further with our analysis. In this case h(E ) is a

all* M (0,f). (28) periodic function of t and can be written as

0,, - 8() (29) h(r) 2 (39)

0&(2,O) - 0,,x.0) - 0 (30) where the coefficients c, are defined by

* where (30) follows from (5) and (27). By performing the 2 rh(f,)e.:...A.dt.
following chane of variables - J (40)

o,(2, t)f(t) - V,(2, t) (31)/o The parameter t is a period of h(s). By introducing I as the
S.f-r3 (32) varable of integration via (32), (40) becomei

2 fOT 2stitm)

we transform (28)-(30) to ¢, M-F cos (t)e-J " dt (41)

v,, V14 , Fr>0j> 0( where T is the period of h u a function of 1.

IJ? h(e), 2 - 0, j > 0 (34) We now introduce (39) idio (38) and interchange the order

V1 = 0, aEt 0 (35) of integration and summation. We oban after a change of
* variables the integral

where h(s) a ~())~ ) and i(E) is given by the in- NO1
verse of (32). This is a diffusion equation and we have VJ(0. ) - E c., 2V"•TF 2n- I) (42)
accordingly only prescribed one homogeneous piece of initial own r-Fl'
data, (35). The solution to (33) can not satisfy the second where F is the Fresnel integral deined ber by
condition in (30). namely Vj = 0 at ý a 0. This gives rise

* to a nontuniformity in (27) which we resolve in Section V. It F(s) I . dp. (43)is therefore seen that for large a the equation takes the form F-
of a diffusion equation. This is in accordance with the general
approach to solve Maxwell's equations with large a. Here Since the conductivity function f(t) is positive, 4(t) mono-
the displacement current is neglected with respect to the tonically increases with r, a fact that we have taken implicitly
conduction current. This leads to a diffusion equation in in the matement of (33). Thus, as t -s c we have --. c.

* electric field. The ambiguity as to how can we match a Now, in this limit. (42) simplifies to
propagating wave solutionin region Ito a dfflusing (nouprop- - ri 2w'nfagating) wave solution in region U will become clear later. % -4 r +2-I (441SVJO, t) = 4 ... c. iAn - s4
As mentioned in the beginning of Section IV this solution is • 4J
valid only in a region of order I/a and bmr down at
x - t' -0.

rTe solution of (33) is readily found by tansform or F(co) -- P41. (45)Green's function techniques [9) 2

-1 (1 h( ') 12 It should be noed hem that at x - 0 aod t -, c the solution
777 " o -m -IWre,..u •'. (36) form for V, given by (,4) is oscillating in time. This

oscillation is necessary to match the propaiating solution to
When X P, 1, so that we am beginning to penetrate several the diffusive equation at the boundary x - 0 between the two
skin depths into the material, (36) reduces to regions. Finally, we combine (44), (27), (28), and (2) with

the fa&ct that E is continuous at x - 0 to obtain
~3/7 22
2.2 4 ( u (0,3 ) M -Sint+ • , )(0 + 0(1/a) (46)

as we can how by inegratinmg (36) by pars. Thus, for a fixed

t (And hence V. the field decays as a Gaussian distibution. where 0(1/a) denotes the remaining term in (27). Since the
The value of V, at 1 0 is given by sAtered field satisfies th wave equation for x < 0, it must

-1 (f be a fmnion of the argumm x + t. Thus, the scaured field

V(0'), d (38) is given for largeo mfeand for x < 0 by (46) with t replaced
10 r •"by (t + x).
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5i)/(l .O.6sim(2t +'a) 1/0 .,t-' fI 2s'ni(2t42fv/S))9
,0.907 -

*=54. *i3 b; 100 * a-Is. V.-1

10.

c 0.85 1

.5F0~-TO values E 0.1i

0.80 O.o'

EY U) 0.001 FD* values

S Asymp. values ~ 00l.-

Phase shift flumbor. N 0 Normali~zed spatial frequency ~. j

*' -2(ivrN/100) Flls* S. RSacW~ ld UW asuu obeiain bath aisymptoacally and by
Fig. 3. Rgbcd fidd amviiijde el d~id heamay vems initi- FDTD tbo rv .q - 1ýwl, sad-h "b # wa abtWWn badi wysadw~cidy wil by PVTD far s -2,

eo 3 a d w- 4 . (t)a 3 /(i +. O 6 s in (0 5 +1T. /IC '.

ao(t)-3/( 1.0-6smn(3t4.*)) 01 -54. C.-3
0..090 .a

~10
39

E

Z 0.1
-0.85

o Analytical values 3
a * ~~Numerical values , ~%

0.1 FD-TD values
IZII,,,? ,,,,,,I Analytical values

~0.001 3 4
L0.80 .___.___ .__ .___.___. Normalized spatial frequency wvw

10.................o Fig. 6. Rabocwd -lel pm as obakWW bath uympsabcaly aid by
Phase SP~ft number. N PVTD for r-O.S. #a - 3. WaadwrU,

*n3(2wN/ 100)
14. 4. uaI@d UMd EV01if 6 ilMWOM *SteKY VoWM Wai" a'eriCaily by taLag Up ?o 50 teis. TM. coefficients c, ane-bos abidasd bo w/oo amiym by MMT 10v 3 o 3. a.3 d computed froM integrating (41) Using SimpMo's rule. We
a-0 $4. observe again ftow Fig. 4 the itinterfuegec effect occuringa

To ilUsuwm bow timesre alt can be applie to a specific onl '- 2.
prbe .wei~ sW cosite th pca mw Figs. 5 sad 6 compate the scalttereld field spectrum side-

bends As obtaned by FIYID a&W the above analysis fot two
- (47 difflerent values of r and a. Her, fth Acid maguwde is

I + oden (of+4 ~) (7 given in pemfetag. As a increase, the correspondlence
Forthi pe~cuar oiwof ~t) ~between both results iMProvesl. Thisl is to be expellcted for an
For ds artculr cokeof ~t),dn aribleI dfin inasymptotic Wlarg~ 5allutiol.

(32) Is given expllcly by TibiS I-rn lis te aMpLiWde Of the scattered field spec-
e trU~Masidcbikds forflWdvaluesaof a w 54, r 1, ud heem

+ (ois0 Co (O +ilP). (48) diffren values Of ampliwde MOdUlationse .- 0.2,0.0.8.
1n all coes, a good agreMCW is shown between the analytu-

ThWs can be ionnesed into (4 1) to deteMine the ci,. The cal and PDTD numerical relsults. The degre of agreement is
integrals a&M reminiAScen of Deulsel ftnctionas and can be seen to be independient: of the choice of e.
nutmerically in=egWW. Combining he re usults with ("4)we
can deduc the surface value of the scattered field. B. Deeper Penetrat ion Into the TMe. Variable HaI(15pgce

Figs. 3 and 4 show the resuts, obuaind by both FDT aNd Fig. 7 is a schemagtic diagra of the differet bouadary
the above anaysis with e - 0.6 and r - 2 and 3, The layers present in space-tUn. coordinate for ours problem, 1in
Fourier sen~es summation given by (44) was computed nu. fth prevous section, we solved for fth field W & dun layer
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Tome (T) form in regions A and B ae no valid. in this section, we
Sf mshall seek a solution for the fields in region D. away from the

thin layer, where x > 0. L.ater, in Section V. we will match

A L the solution forms in regions C and D.

. To obtain an accurate approximation of the exponentially
small fields in this region, we employ an analysis similar to

a that found in geomerical optics. We assume tht it field is

j - Sh.o. region of the form

c~ e-A(xr ) +0( (49)

N I tlil6i GI411tie So$ *E15

Asg. 7. Dcoodary-Iayman af &A MW W91 a UMe-vaYOS Meiduavity. A: As a - G. This representation is forrmally valid except in
Ddham solita. 3: Owdilant Woubom. C: PrOP1anag sluom. D: 1nP boundary layers and near Caustics, if they exist. We note here
wwms swoluti. the similarity with a ray aa~ysis or high-ifrequency method.

where instead of the wavenumber k, we now have a.
TABLE I Substituing (49) into (1) and equating coefficients of like

-aum Commwors Tma Ruuws SIGNAL POS - 0.8. o0 n 3. a = 54
AND P I AS OPTADEUS) ANALYTICALLY AND NumaCALY powers of a, we obtain to two o r in a

Frequecy AnanyI Value FDTD V-$u x, - o + 0,f- 0 (50)
i , 6477 64.71 2 A,•,, + A ,., - 2 A,,k, + A0,, - CAf), - 0 (51)
W, + w, 6.3494 ,. 8026

,, + 2w, 0.951 -. which are the analogs of the eikonal and transpor equations
id! + 3,. 0.2184 0.252 respectively. Equation (50) is a n firt-order partial3w, +4w. 0.050 0.0626 erei equaion, -0h f timz-varyinSg coeffkient which
.0, + 5W.4 0.0162 0.0196 can be solved by the methAd of characterstics [10), (Ill.

wi + S6, 0.0062 0.0096 Accordingly we begin by defining the followig variables:
w, + 6w,, 0.0062 0.0074 p 4(,r; q~..)(2

P = 4"(X, 1); q = t, • ) (52)

TAILEU If(p,q,, p 2 q-I + qf- O. (53)
FoUIMz COMPOwM Of Tmu Rsitacrw SGmNAL PaM - 0.6. oo a 3. a -54

A" P I AJ OBTAINED NALYICALY AND NU•MUSCAL•Y We now introdac a family of curves called characteristics

F y A d V" M V.alue (the analogs o' -ays) which are everywhere ortbogonal to the
surface defined by H - constant. Devoting by 7 the prame.

S.9.1ter which Paramuerizes a curve, i.e., x M x(?) and tf, f(r),
4,, + I14, 4.2760 5.2934 the orthogonality condition leads to
w, + 2w, 0."71 0.43V7 df OH

0,+.068 0.068 - - - - 2p (A)
40, + 4 w, 0.0123 0.0126 d? OP

S ..t'+ 5+.9, 0.0U7 0.0274 dt OH
7'r- aq

TABL M From e e we ob
Fouazm Coe,,cWlm OF T"•S RnacIm SIGMN. mP , 0.2. so - 3. a - 54

AND P a I A• O31AOEz ANALYTIcALLY ANm NumsAU.AY do

Frequeacy A M Vda F.Th 11111- d-v - (56)
'di 0.t61 83.116 t canalso be shown that [ 0, [ll1

,+ + , 1.2so 1.6106
w, + 2w. 0.0621 0.0401 d-

w• + 3w, 0.0197 0.0191 dv'

w,+4,0.0002 0.0001 dq a H
" " - - -qf,, (58)

around x - 0. This is represented in Fig. 7 by the region because If does no dpend explcitly upon 4,.
labeled as A. Here the form of soluti is diffsive. En. The data needed to solve the initial-value problem (54)-(38)
closed in regiou A is the l wndary region, labeled B. where requires knowleige of x. q. p and 4' along a curve which is
the solution is oscillating in time. Still, both regions A and B not a chauracristic, in the x - t plane. For the given
do not result in a propeating solution. But. a propagating problem, the curve degenerates into a point, the origin, as
solution in the conductive region is seen to originte from this is the "source" of the fle.d (see Section V). The
region C next to the sptce time origin where the solution characteristics emanating from the origin are labeled by
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a(t)- ,I + s(t) By inuoducg r and * a new independent variabies in

OM0.0' oa0.1 00O.5 Ga l (S1). we find dIat A Wdaia

0. 00A, + (-O. -o0. (64)

where J is te lWobign giV91 by

X,to - xvfI. (63)
.00S.00 "m soiuton of (64) is

%C

A(T) - a (66)

We observe oit die Jacobita vanishes at the origin. so dnth

0.00 .I (49) is invalktid hlm bcal wNy5 required to remov
|t0 ocgl 12 16 20 24 t n is p i dw next section. The

.ist. can e SCOW X constan C(O) wlU be computed diene.
Fig -O. Ray In4dops to (X. Aim)o "M ANasmeD-ý CO&~ky Ol aftlot aft Mo. V. MAcmoo or, no rnnr Ax ,,u,, NDcx s,,t

p(O) ,, Pa, s p mmalns a cosant by (57) along each

cuse. the values of x(O) and t(O) an both wro and q(O) Is We shall ustrtel how the results obtuied in the

determined from (53). U we w pevitue secton as applid by considering dw cm of a
fixed half-specocodiacdvity aa, Under such clcu~mstmsna,

p.. s-ah ( it is found (O
2z(f - x2) (7

dhuu q(O) is Sivs by (53) u 2 t) - (67)

cosh90
q(0) - q, - (•60 ,(x, ) -F -( _-5 - t). (68)

1,insuly, ae valse of J(O) b unkowm •i ft m dp u wiUl rols We& to
bedet•rmined- o sconV.&").d--•(,, N) .. . ()0fo

q. heteadn WhS epieis Into (55) end DOWin d~ur P a -CVt

we obtain Q0(X, ) 2 V2"'l- _O (69)

Il. (61) The list x- tdMoss a ca*us or more precisely, te1 7  S, + 4pO bcauay of th Promel regloo sepaaue the "Utr

Comolnim (15). (59). (61) ad hc th• p0 - Pa. we MWd regina bvm tho -'dadmi" wles. The solution given by

OW x is given by (69) due to te dilftis saludoa obaimd esarier, as we

du pprosob dhethl abouryWyor wlp a x 0. Amatchlag
4~~~o (t tb o(6) e6 remilts of (M4) and (6)leeds to

J, ./V+(,) + f 1(o).,-,el _ #j(0) I I

S0 isnow do am W W le ofa my. We mowe•Wea Cc -4,V; - ;f (70)
formula for dw ' - ' -1 (or rays) in th spea.
a ordinsmee, gives by t hapal soadoo for x(t). T ro etching procadm is bsed as die as•umption dia d

t'4. I sows N diouuoicm far dMem val.m of reglous whem (36) and (69) in vald overlap. P'stcbln is
0 wAns a a 1(O) " (0). Therefore sub varbiab a In Fig. perfaimed by comparing the asympetoic expansion of (69) as
Iuepre wa doulo r moose ohndto usoM anglo. x-0wtththesoloudoof(36) a I -. a. ltltnoatd h" C .
AU the cuives me corauied to the regos t> x, showi n ug aIs a funcion of x/1l. The Is an expected uoult becaue for

tl soluto• icsu al. For sdcalylunchd mys (0 - 0). smell x. pea xzo /Vf so C(po) Wemes C(x/1t). Thn
Oh modulation is less oppewm and die ray a-t more Like a fild der-itian araond die origin can be found with the
"s ,ht line. Moreover, this roon is devoid of any geomet. chuan o variables x - ax and I - at. By romlnag Aerms
qs- sigusity mab as mustice (beading rays) or foci (Uterf- of order a, we obt•ai

w.tUo grys). PFiuly, we ob•erve td (6) c be laaopa(d
in principle to determine de pbm. yielding 0 - Off + foci (71)

- 0(0) - q(')/f(t(-')) dr'. (63) Using die tra.sform and a contour intepral round
h bnmcb cute, It can be sbowin tht the uoody-PtaW repon,
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4.0 11-ý>FD-TD volijes

.9 
Asymptotic 

Vle 

DT vle

-- -- - -0.15

00 .. . . 6.
Conductivity in mnho/rYt A

(a) C

*Asymptotic Values 2 40
Time scale in N seconds

tu'(25+N)6t
0,9 F*- 10. TMWMin Ma1110 is 60 8-:1~ 1i Wha a m@uWWa wid a

r E ac t o I esscoff~las caaftwWy s# a obiawid by intlml W uis wd FMT.

* .~ iact aluesRasuts an plotted in Fig. 9. IU transient response is given

O'S by the integral

* 0.7 f-vsn(a0X) + DOs(afz)j dv (76)

Conductivity in Mho/mt Owhe D ~ - 0 /T - Equado. (76) reduceos to (It) for
(b) X -0. "his integral Can be eivalowed =Mmrcaily and com.

Fil,9. ulaim lf * mscld GW uJ" nw wil enftf MWsowdwFDTD tuuls#. Such a conparison for
fil 0 biaw b SX* a Mr11111110dft.x a.0 is shlown in Fig. 10. Fors £a td, I and I, it cac be

Is-ie (by sbong (x, fj giv enla by (72 ad (76) redwh oe t o ftnhe

(72osMUsca optift tumu ltiven by (W9. lbrstitinag expres-
sine for C! oftaine by matcin both results a&Mn a may

At x -0 deabove sequladw cas beswrise dufined by I wnw, wbil nrsm slarge, redumssto toeum

*0(0,1. !3 si I f 7) It has beon o nibs resutlts obWWne so far ane vallidl for
4 he consta-m~c~ivity cuess. We sha now recouloder the

This uorrespoods euctly go dk s~on d.,dh would be ob. case of tidwsvarylfl cotniucaivity. MWe reults desribing
LWne by using (44) and (a6) wfth a bed c.ducdvity. To now plitud and pbase hmidon us. in general, impossible

have an Was. on tde ma 9( sa 8stng doe &eintio of to solve exactly beamus of the diffictay in solving for r and
large fte efdleced field inp*A,& is caicul"e using doe pa in temI of x sod t. Howeiverl, we can ma4ider Limititng

* uymplotic soluioln (46) (fr dued conductivity and rewritten camfl- Our intall" Is in finding a solutio in the arow strip
AS ra~nxt to tMboundary. As po 0it can be&Sown tlas

UN(0,f) a sin t + ý;cost., (74) 4 X() (77)

Thes amlitud of the reflected Uel is deflned as the square
f oot of the sum of ihe squar coeilcems multplying the sin - Cp)(S
MAandco term.hs, WW Is coprdaantt A(f) C'T(PO) (
fOfMula Of the reflection mceflimt given as ee W 7 4

(75) (79)
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Therefore, waves.- IRE Trram. Microwavv Theorv rock.. Vol- %wtT64pp.*
19p0  167-172. Apr. 195I.prpgtoin&mdu aD( x. () - ___ _ 7 ( A. Hasoml aad A. A. Olmawi. Wvpu annamdumwia

Q ~ Tf( 4_ progemaive simuoimW ddmemu." INS Trsou. Afsicrowaive rheoryV2 A0Tech.. Vol. btTT.9. pp. 337-339. Juily 1961.
A matchirig of (80) with (36) latds; to 161 J. C. Simn "Action of a feosrmuve dissithaice on a Suided

elecommapnew wave. "IRE Trans. Microwave Theooy Toth . vol.
4___ 8 MITT14. pp. 19-22. ian. 1966.

-(O (Ii)-i h()71 A. Tafove, "Ravoiw of On tommiainm and 4VpIwauons of f
aC(inmdit c Po)dom meio for h(0)r moieg of ilec-

tooaobc wave manmsoo wMe abwtmy wtuctuee." Weave.Wo-
which is similar in form to (70). The next limnitinS cms is tiomnV. v.10. ow. 19OU.
when r' -~ 0. This cuse leads to results sbilmla to dw ixe ~d- I$) J. .. COhen Said at. M. L41w1is. *A My MOthod (Or OWe esynapeoeac
conductivity cane. where ao in (69) is replaced by f(0), azi 266-290. ot67.dham .1In.Fe.Ap.n..pp
where f(t) behaves lik /(0) next to the origin where t - 0. (9) H. S. Canlaw mad J. C. Jap~r. Conduction of He.: in Solidy.

Waord: CWumias. 1959.
V1. SUMMtARY AND CONCL.USMo (101 N. Dhbimia. Mhedarlcul Met Aodr for Waoe Phenmana. New

We ~ ~ . ~alld ~York; Acadwebt, 1964.
We hve rmaed n ds ppera dtaied nalsisOf IIII. Prim. Pavin Dlffvenal Equations New York. Spnngsr-

electromagaetc wave interaictions with a material half-space vatev Iu.17.
havinig timeI-varying conductivity. At each sawge, die results (121 F. ItAeftua. -Amdysis and etmiWuta mododst of flactromagatic

*oav sesmmrlg Ahm dam va*USi suface in owe Wa two dianwn*were veulie by conisiderin lizidting case. We amS per sim." Ph.D 0 &mutim, Nodieaom Utuv.. Evanstom. IL, Aug.
formed a mathing of the difieren solutio regons. Thre WISe.
differet anamlysis methods were utilized: a simple tim-order vFed A. Snoahe~ (S'IS.M'7-S57-M'5) was
regular perturation method; a large-perameter asymptotic bm nt Saiu aut. Lin. on Jauary 16.,1957. He
analysis; and a larg..pafaminr anaysis aimiar to geonetri- fafived em B.S. dope is oskecaJ earnnguieashgtbA Um~vsvey. lm~asal, Turkey, incal optics . A purely numerical FDTD code was used to 1981,amidthe M.S. mdft.D. dopS. inoeeis al
obtain comparative reultsi. Numerical and anaytiral resn~u Sal-imial fiom Noith'easeti UuiaVenay.
for the two t"ae of conductivity variation considered were Evmmn IL. Ini 100 maisa t IOUe
foundto be in good agreMen. .ao n~ O- nsm r~ and p~marldu of elm-

Our results indica the praceice of sidebands in the sca. Mmepede vis UM beh the Samw doike..
Urn dorni -ds" ad &"Iyilalathd of. LOfed Gold ISCUM and 53 i8*rffU3M dfect OCCWTI4I 1ee 110 -im e Paids N016mW Al 11 Laboray. lomvle IL.when the muateial conductivity varin at twice the lilumina- hm I mao Wa Wd& d o eo mpwatmu eawmgq

img frpequny. ?be. charsctesrlsc (nmeI the half-space are med for emo =6 of sdof ad Ur m olaopedw lem~~i prb.
modulated a daey propqlat Inside the maerial, and aremaseen 6y* .
to *umaw* hrm doe orign in the x - coordintm sysiem. Aft Taovo (W7S-SMpI-F'90i was born um
NO IntrsCtion Of rays (ftUWSIS 004M) Is deftected. Withi the CbW .0 Jef 14 1%9 He maid Oma
introductift of boviodary layesm, it becomes elea how thM..(i OMdsalo) M S~. an P.D
plopIagain and mop 1opFafgaltl dissipative sokloton are SWn on Uniaivwy, livama, m. in 1973, in. and
craed LInsid a conductive material. 1975. 14mepeey,

Finally, the FDMh method hos been bma to provide in a Pies 1970 40 IM. he WN I 011A 0141~e in
do fleevam Division. UT R~uate lneeoge

mat orwar mvAnne mamerkca predictim ons r sctern a w 1L. heidi. 1w paid" of Amm
by the d&0e-varyigS half-spac dha closely agme with the mmommer. Ruiam* leeleate. end Sealet Ua0.
dar obtIned ftm the de Wanle aulysis We am tha. thea im am he meo poaufe 4mal *A"eedo
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FDTD Analysis of Electromagnetic Wave
Radiation from Systems Containing

Horn Antennas
Daniel S. Katz, Student Member, IEEE, Melinda J. Piket-May, Student Member, IEEE, Allen Taflove,

Fellow, IEEE, and Korada R. Umashankar. Senior Member, IEEE

Abstrsict-Tbe appilaulee of Use Selte..lletemae ime4-do For parabOl~as. APO has been used to solve (or far fields.
"Usa (FTD) method to warious radiating studweet Is couald- with various correction factors. Knop and Ostertaq [51 showed
sied. These oseretures luet'd- two. and threeimsionlal wave. that APO save good results compared with experimenta!
guides. flarod horsis, a twe~samesional parabsolic reflector, and da.exptith ckatrngeio.ndu heis
a two-dimeasioen bypeflharmia applicatlos. Numerical rusduu da.exptithbakcnrgrgonadtathed-
for the horus. watregsldes, sod peseao-& reer are com agreements were caused by faulty edge-current approxima-

* pare with results from method of moaeatau (MM). The reslts tions. They corrected the diffraction coeffcients and showed
(fo the h1YO0er1berrmla appues11C~tivi are shows as txteimls Of the tliat these corrections had negligible effects in the forward-
previousily validated models. This new application of th FDT scattering region, and greatly improved the results in the rear
method is shows to be useful when oth er aumeral or asialytle reio

~ Another method that has been used is the uniform asymp-
totic theory (VAT). 161Menende and Lee (61 used UAT to

* I.1. rwooucrior4 model simple. two-dimensiona radiatinS stnzctres. UAT

HIS1 paper will attempt to validate the finite-difference geaerally agrees with GTD, and may be viewed as another
T iedmi *T)cd hnue o h o@W refinement, which gives better results under somne conditions

of both two- and thmee~dmensional radiating structure. It aylnd9tac 7)h wreidVA togv

will use waveguidus. flated horns, and paraboic reflector as slightly better results than had been previously reported.

examples that will be validated! atamno method of m ena In general. hzgfl-frequency asymptotic methods work well
* (M ) cdes Thre re o puli~d ciuslesof rp " for modeling electromagnetic wave interacti. -na with electri-

of thdes FTDer meto no soblvte exro plems Inolving cally, large. perfectly conducting structureb. However. tiese
use ofteFT ehdt ovepolm novn pproaches, am diffcult to apply when the structures haveradiating obect. reentrant features supporting multiray regions, or material

Previously, for work such as this. hig mswyua &fproxi' compositions and surface treatments. Por these types of
mations and MM hae" been used. Most hi i-tetncy nh stuctures. the uwe of other more robust methods is sug-
ods are based on dhe geometric theory of diffraction (0'D). Sod

* which was introduced by Kellar (11, (2) in the law 1950's. Ithsbnsonta M DDa qal ii
GTDhasals ben ued uenly o sudya pmm~W hrn.methods for findin far field peasrns and radar cross section"a pan of a complex system Le which thle ham led an ofse (RCS) due to scatterers (I), but in the case of very large

reflector (3)1 The horn was modeled using OTD. and asymop stuur.MMI 1I btham ntocmperie
totic physical optics (APO) was used to model the reflector mW m m Mr &W lantd bythe amossil t erof acompulcr ofm

illuinaed y te OT-prducd fr fildsof o hrn. the matrix solution. Even though MM problems of a large
* ~Russo #( at. (41 soon developed odp dairacuo 0"ee~ siz 4:n be solved with tde suparcomvpru evailable toda,

(EDT) as an aprtiximatici sppllied in solving for back.thmarxiesonotandnMMcnba uamna
scattering of horns. T1w difmtlOi coeflicialts of OT) wo lhematit onvteruseo ofnthisnethd.i Mcnb rdmn
shown to be inadequate for uuwrnent of the born waimeee lii anO spet of bthi methoad M hti nl o xr

and the theory was modified so use diffraction of cv1andrical On aetobthPT adMMhtisnyn,,fir
-Aveii at the edges of ft MeW sheets. oiD was Wo studied for One first time is that of dynamic r&Wg The

* modified to solve diffractoa from thick edges. EDT gave xaurnanstion of the radiation patterns of the aetennas in this
solutions that were substantially better tha di of OTD paper form a s"uy of dyasasc range for objects with a broad

angular region of low resporee Studis have been done tha
Mpuctoi rwlsif0clber1.199 reise Mmh . 191show that PDTD Wn MM can boim pick up sharp nulls in

0 I Kau. M I. Piut-May. sad Ata.'.~iv ame wwb do Ospwwam of radiation pattern dial are caused by coanwation of field
91Meipaai EfljAWieslg Nad co~pirr lkienee. ItOWei It Mf*MX kW values, bW the antenWa studied herein ane GocplerelY dif-
of sq1naritl 014 Applied Sciewc. Pdorthw"eee Uuaersuy - 5'eswn. IL ferent. The Low-rsaonse region of these antma~s is both

K 60206 ~*~.~~ very broad and is also very gradual. Is. a region such as thils.
Unweorsily of l1ihiwii &I Chiceac. C?,icelo, IL GteOW v*1! te i far fields are 50 dl down from peak value, power

IEEE Log ?durnka 9101$901 levels are a (actor of 10's down. Thi- implies accuracy in

0O1II4ZCX 1101-0 <LIoi -19 ist
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the electric and magnetic fields must be approximately 0.3%. addition of reflections from the grid edges [12). [131. the
to effectively model these low fields emanating in this direc- simulation of in a•bitrary incident wave [14). and the calcula-
lion. tion of the far fields given near-held data over a number of

Modeling this huge dynamic range is currently becoming time steps 1141-[16]. The FD)TD method is also very
important in many areas: specifically. in two. The first is the straightforward and very robust. However, some problems
design of antennas where sidelobe suppression can be impor- have existed which have slowed the general acceptance and
tant, and the second is for the design of aerospace vehicles usage of this method.
intended to scatter an extremely low fraction of the power of One problem, which was simply overcome by the march of
the incident field over a broad angular range. In some cases. technology, was computer resources. Today's computers
especially in the second area. the problems to be solved make it possible to solve for scattering by objects which
cannot be studied in the open literature, so it is important to would have been too large just a few years ago. A second
have canonical problems that permit us to examine the impor- problem is that of visualization, but this is gradually being
tant aspects of physics and computational methodology. The solved by ongoing work of the authors. Other groups are also
horn antenna systems are good canonical problems. because making progress in this area. A third problem with the
they naturally have this desired broad range of low response FDTD method for solving practical engineering problems is
in t-e backward direction, that of automated geometry generation, but this as well

The results shown here also have applications to other should soon be solved.
systems of partial differential equations where the desired The fourth problem, which has recently been solved, is the
solutions are required to be accurate to similar levels: namely, question of objects that do not fit directly into the smudard
one pan in three hundred. One example of a system of this grid, and that of objects which are smaller than one grid cell.
"tpe may be found in computational fluid dynamics. In The current FDTD code uses a regularly spaced Cartesian
solving the problem of turbulence in air flow near a wing. it grid with deformed contours along the surface of the modeled
may be necessary. to have accuracies of one pan in one object (17). This is called the contour FDTD method, as
thousand relative to a unit average flow Mound the wing. A opposed to the older, stepped-edge method.
difference of one one-thousandth may make tie difference
between the flow separaing or not. To solve any system with IS Conour FDTD Method
this level of accuracy is a challenge to most numerical This method involves applying Ampere's and Faraday's
methods. laws in those cells where Yee's algorithm is insufficient to

U. FDTD FORMU.LATION describe the leometry of the modeled object. i.e., cells
where the intersection of the object's edge and the cell is not

A4. Standard FDTD (Stepped-Edge) along one of the odges or diagonally through the center of the
Finitedifferenacing was introduced by Yee in the mid. cell. Fig. I shows examples of the application of this method.

1960'b as an efficient way of solving Maxwell's time-depen- The contour method has been shown to be equivalent to the
dent curl equations (9). His method involved sampling a Yet algorithm in free spae IIll, and for completeness, this
continuous electromagnetic field in a finite region at equidis- equivalence is demonstrated here for one field component as
Unt points in a spatial lattice, and also as equidistant time shown in Fig. I(a).
intervals. Spatial And time intervals have been chosen to By applying Ampere's law along contour C, and assuming
avoid aliasing and to provide stability for the time.marchlni that the averAge value of a field component along one side of
system [101. The propagation of waves from a source, as a contour is equal to the value of that component at the
sumed to be turned on at time t - 0, is computed at each of midpoint of that side, one may obtain:
the Spatial lattice points by usinl the finite dif'erce equa. 0
tions to march forward n time. This procme continues until a I D d,- H - dI, (I)
desired firal s has bean reaced (usually te smady staeg). at J
This method has been deumited to be acc t for solving a
for hundreds of thousands of field unmowns in a relatvely I J oEE,(. J, k)dS, I H, l. - k AX
efficient manner on a vocor-.prooeang computer [I I]. Ft s,

The FDTD method has advantages over other methods In
that the required computer memory and required running + . k .y
timw are propornlonti to the number of field components in + .+
the finite volume of space being analyzed. In other words, the
FDrD method is O(W), where a is the number of field
Cotnponenwa in the region of spect. being modeled. The

meho 4 moments, which Involves a matrix inversion step, I
is O(12•) ,n morale and 0(un) in running time, where h is the -H,(I - , J. k) Ay. (2)
size of the rnitrin.

In"lgi problema that were overcome in the early 1930's Using the assumptions that Eg(l, J, k) equals the average
included the termination of the spatial grid while reaning die value of E, over the surface SI,. 4 X - A) 6, and time
approInmaticn of the larger size of real space without she derivatives may be evaluated through a c;ntral difference
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(tt

d .It • I T 1

01 / 1 1 1* 1

(a) i.1) Sol-. 2Exampk of contour FD Tt wdod, TE can

.(i,.E -Io. -/, . (6)

Sas. suming that the curved figure is a perfect electric conductor
* ..i-AA.A) a and that 1,. .1,, and I1 indicate lengths along the respective

cau-',,.-'A) (left, right. top, am bottom) sides of the contour, normalized

(bM to lengths of exactly 1.0 for the standard contour (C,.)
FIg. 1. ELampla of staJy otdiogamal cohoun in (m spec. (a) Am. As may be seen from (4)-(6), the differences between the

pums law for E. (Mo Paday's law for N,, last two equatiorfs for the deformed contours and the fArst
equation for the standard contour are minimal. Thus, it is a

expression. (2) reduces to: simple matter to transform the stepped-edge model of a
scatterer into a true contour model, as long as the number of

_ _ _ ,___ -__,___ special cels are small in cwoparison to the total number of
dtij cells in the grid. This is analogous to saying that the number

I osufccopnnsmsbesalrthan the number of
0 12 .,(. ). + . k volumecompon , ,hichis always true for a reasonablyHR I. - k) -1 large objec.

H4 1/ k) NM+ 1The raorAle behind this approach is that it is more robust
+1 + J. k - - J. k wn mom stable to have a simple algorithm, valid over most

of the grid with a slight modification at a few points, than to
(3) have a complex algorithm whkch may be used over the entire

grid. The authors believe that this method will lead to
vlwhere the Sulrin t f n dinat, the tim, sted for each field reduced computer storage sad reduce running times overvalue. Snivvng for E•'*'(i ,j k) heads so de equaton la d body.fitted grids and other nonregular grids.

Yse aJgoridhm. which rwy alo be derived from the x Hg

equation. C. Winilike Object (Using Contour FDTD)
An example of how d&s ay be applied in a twodlimen- As an example of the contour method, a winglike object

siona transverse electric (T) cme i shown in FIg. 2. wa modeled. This objec wa suuested by Genral Dnsm-
dContour C, is a nomte ines. bue Corth Cs Ano Ct US re , Inc. as a test of the accuracy of the contour PDTD
Hd poin gt w othin the contour l fol, where H i e thre method. Fig. 3(s) shows a cross section of the object. The
vae inside the contour, £ f al £ , Indwchte th e values length of the wing is 10 in. and its height is slightly less than

ef thheE• co peonto left and E lt sidesaof the He I in at the center. The object extends 12 in in the third
dimension.

point, E,.-, and E,. indicate values of E, consponents on To permit direct code-to-code validation of FDTD versus
S the top an bottom of the H, poim, and D, and D5 ame an existing, well-charcterizad 2-D MM program, It was

constants dependen on the media of the contour: decided that all numerical modeling runs should be in 2-D

H a*' - D. • H,' + D& (effectively letting the 12-in dimension of the object go to
infinity.) This allows an ac•pable MM matrix size. In

"( :*- " - - F+;: ) (4) addition, both the FDTD and MM predictions am compared

* A173
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simulated through the FOTD method, because the rectangu-
lta shape leads to a natural stepped-edge model. The wave-

______.guide modeled hoaswidth of)to, And alength of 5t. A line
W~LAB5V'W '~ source is centered within the guide A.~ /2 from the closed end.

lost sod, 0.1h No ve*,t,*l Slot Fig. 4(a) shows a contour map of the fields inside the guide
.0 a".anid also emerging from the guide. This picture is clearly the

same as any found! in an elemnentary textbook on electromag.
_____________netic fields and waves. Fig. 4(b) is a plot of the far-field

pattern compared to that obtained using MM. Discrepancies
- .-------- ~ ... ,..*between the two sets of rlesults at levels 35 dB or more below

S ~the main lobe ane similar to those for the horns discussed in
some detail later.

To create the two born antennas. flares are added to the
initia wavegwide. adding N to the total length. with a slope

___________of either I or 1/2, corresponding to flare angles of 45* an
40 .026.6' respectively. The 45' horn is not much of a challenge.

': mu- oC~c~,ibecause of the manner in which a 43' line passes through a
PCLASIVS(Osquare grid. A portion of this model is shown in Fig. 5(s),

Fig. 3. C*neva Dyrafmics ut object which demonstrates that by setting the media parameter of
the Er points along the flare to have the propernes of Meta,

to~ ~ ~ ~ ~ ~ ~ ~ ~ ~~ ~~h ancoc hme mauemns(ltog. fcuse FDTD algorithm may be used with no modifi-
dama was obtained for the original 3-D target, not the 2-1 Fig. 6 shows the agreement between the FDTD reults for
idealization). normalized apeture and phase of the electric field, and

Fig. 3(b) shows the RCS overa range of angles for the resultsfrom MM for the 450hon. Itis apparentthat thlese
14/H polarization at 100GHx, and includes One MM data in two methods give results Which are vinually iedentca to the
addition to the FDTD and chamber data. It )s clear that the human eye.
FDTD and MM data virtually overlay each othes for obsefva- For the 26.6* horn, which baa a flar sloped at 1/2 as seun
tion angles betwee +60* and +90% where the smiooth in Fig. "~). orlytwotypes of special cells exist (one for the
curve is being directly ifluminated and conformal surface upper Rflae and one for the lower flare), anid the algorithmn for
modeling is essentia to obtain the proper RCS. Excelier - tese cells may be easily desermuned by slightly altering the
agreemnent is also noted for observation angles between -- 90" location of the H, point through which the Meta flarand - 30*, where the flat side is being directly illuminated. zassTe4pitdrcl aoeti eoe on
There is some disagreement of the predicted and measurd which is Vxwoed in Anthaer computations, but the H, point
data at graing Jlumination. However, t*A di.3sagreemet at above ftat and the Nf point to its left also become special
these relatively low RCS levels ., likely a conamequece of th pons Final. thes Wi point to the right of the E, point Is
idealized 2-D models versus tht 3-0 physics actually being als ignore in frhrcmuain.Asmlrpoes

modeld in he aechoi chamarpply to the bosom flre. Thbe algorithm for thea special
MI. MooaUS ANDo VAMJAflOPIS cells is repeated from the sod of the wavegulde to thle endl of

A. Struactures Modeled by FDTD h ham Wolon the ful length of the flare.
Fig. 7 demonstawes the aplerture field agreement of magni-

The work in PDTD rutolbsn of raidliati rjceres begins tude and phase dat betewen the two methoids for the 26.6'
with a 2-D rectangular wavepald eache by a point source. horn, As the aperomr fild appear the same, the next item of
Next a flare of either 43* or 26.6* is added. thes horns are interest was the far-field peasrns. This comparison (Fig. 8)
validate against MM for bedi the apemnam, fields an dth fur showed some ag"ment in fth main lobe, but =t anywhere
fields. NeAt the flared horn is use to excite a pairabolkcally- else. This was a mawe which caused mild consternation
shaped reflector, and the resulting far-field pamen is exam- when it was firmt discovered, because conventional wisdom in0
mned and compred with a far-field patten generated from this are suggests that near fields which are even slightly
MM. Finally, two 3-D stnacture are modeled: a rectngular different wil produce similar far fields, due to the fact that
waveguide, and the samte %avegulde flre Into a H-plane going from nea fields to far fields involves an integration.
sectoral horn. The far-fiel patter of the waveglde is which should average out small errors. Here, however, this
compared against an MM model. The far-fil pater of 'lie is nM the case. Extremely Clowe nw fields are producing
horn is shown. In addtIon, a third-dimensionei wavaguilde is rather distinc far-fielgd patter.
used in a hypethlerminl application, and a validation is given. The first question to be asked is which far-field pattern is
B. Weveguideu and Howua in Two Dimenulon, correct, if either. The MM model uses 10 sample points per

wavelength, and a pulse-current expansion with point match.
The Initial object to be modeled is a simple 2-D wave- in$. Under the assumiption tha ths formulation was suitable

guide. This Is one of thes simplest radiating objects Owa can be for this problem, the number of sample points per wave-
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(a) ~(b) *z
Fig. S. A poto of tM FDTD rrid "for the TM horns. (a) 45" horn.

Wo (b) 26 6" horn.
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FigF. 4. TM paralel plate wave guide. (a) Near fields. TM) Far fields.

length was varied to 20, P0. and 40. Th rc_,ýUlt nf this .

ex=-,,nation are shown in Fi.g, 9. It is clear that this variation MM
.4as Ji,*-l if a.,v ,1 •'ev iin the -nan lobe, butdite sampling rate !'
has a definite effect on the silelotes, and .rte. ,he zzea of • '"
the pattern which is affected moves to the sides and dovin as • .0./

the number of samples increases. Thus, it has been concluded
that the dynamic range of MM is highly dependent on the
number of samples per wavelength, and for modeling of _M0 . . .

objects such as this, 10 samples is not enough, and 40 must 4_5 -10 -0.3- 00 01 LO 15

be used. In addition, it is possible that other choices of MM Ac-se~~mA"o Ham A M~z

current-expansion and weighting functions could give some- (b)
wha difernt esuts esecillyin helowradate fild Fig. 6. Normalized aperture data for the 45" horn, TM, case. (a) Magni-

whatdiferen reults eseci~y i th lowradatedfiedtrde, (b) Phase.region.

For the FDTD model, more possibilities exist to be stud-
ied. First, what is the effect of the radiation boundary condi- ered time-gating out the RBC's. Fig 10(a) shows the results
tions (RBC's)? For a time-marching code, this is simple to of this time-gating. It is clear that the RBC's perturb the
determine by increasing the size the grid in such a manner computed pattern, particularly at levels of - 40 dB and lower
that the earliest possible reflections from the boundary cannot compared to the main beam.
reach the portion of the grid that is of interest in the number The next change was to move the contour of integration
of time steps for which the code is run. This can be consid- farther from the object while maintaining the time-gating of
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Fig. 7. Normalized aperntre data for the 26.6" horn. TIM came.
(a) Magnide. (b) Phase.

(b)

Fig. tO. Far-leld dm for die 26.6" horn. TM case. (a) FDTD p•nens
o0 -.• showing effects of RBC*s. (b) Paen showing varied disu=ce from S.

pln to ROC.

the RBC's. In a standard FDTD code which produces good

30- results in most cases, this contour is at least one wavelength
away from the object. Fig. 10(b) shows the variation in the

M -. "the placement of the integration contour can also perturb the
" •Computed pattern at levels of -40 dB and below.

.401 Fig. I i Impares the rW<st accurate MM and F-DTD
o (, ," ,,o Pauerns. There is a substantial improvement over !be initial

Fig. (Bf id ft2' attempt, but there ate still differences in the range of the
Fig. 8. Intil Comparison for fa-feied data for the 26,6" horn., pa�tter' with low-level fields. A change of method .Jf integra-

tion of the FDTD near fields was investigated, froxmi trape-
zoidal rule to Simpson's rule, but this -d not make any
appreciable difference in the patterns.

Since the possibilities of error in going from the near field
to far field ha-ie been eliminated by the changes discussed,
the next item to examine is the near fields themselves. It has
been shown that FDTD requires a grid spacing of 10 cells per
wavelength [10], and the models to this point have used a

- 0 spacing of 16 cells per wavelength. If MM requires a higher
* 0 spatial sampling rate for this type of model, perhaps FDTD

does as well. This is left for future investigation.

C. Horn-Fed Parabolic Antennas in Two Dimensions

0 4 After reasonable certainty of the results of the 2-D horns
"•it (d."%) was achieved, the 26.6" horn was placed in two systems

Fig. 9. Far-field data for the 26.6" horn, TM case. MM patterns versus containing both a horn and a parabolic reflector. The differ-
number of samples per X,. ence between the systems is the distance between the phase

A176



SKATZ et a.; FDTD ANALYSIS OF ELECTROMAGNETIC WAVE RADIATION

,MM
F D 7 _ _

4o- (a)
a

.70
41 Am&rl (:1-,)e

Fig. 11. Far-field data for the 26.6" horn, TM case. FD-"D versus MM.
final comparison.

center of the horn and the parabola. This phase center of the 10
horn is located at the focus of the parabola in the first system. 46

and in the second system it is one wavelength closer than the
focus. Each system features a parabola with an opening width a
of 50 NO. The two systems, including both the horns and the
parabolas, were modeled using the contour method, de-
scribed above.

The parabola run on a single processor of a Cray 2 used A (.

approximately 50 min of CPU time for the FDTD version, (b)
and 150 min for the MM version at 40 current sources per Fig. 12. F-flield dfor a o' wkidb , born fed at focus, MM
wavelength. The latter was shown to be required by a forvus mnberotlmsperwaveleqth.

convergence study, as seen in Fig. 12(b).
The far-field plots for these two systems are shown in Fig.

13. The variation in far fields appears most noticeable in the
main lobe of the pattern. It appears that placing the horn such
that its phase center is slightly closer to the parabola than the 0.
focal point (Fig. 13(b)) gives a roughly flat region behind the
horn, and only a small amount of scattering behind the a a,

parabola.

D. Waveguides and Horns in Three Dimensions

FDTD modeling of two 3-D radiating str'aIctres. an open-
ended waveguide and a horn antenna, is now considered. The
hcrn is developed from the waveguide, which 4ii rb' flow-
in.g di.•.ensions. The c.•':s s•z.tion is 2N/3 in the y direction 0 a AM% M
and X/3 in the z direction. The I.cagth in the x dir'.ction is
2 No. A line source (monopole) oscillates s-iusoidally X. /3 (a)
from closed end in the x direction, centered in the y
direction, and extending from the top to bottom in the z I

direction. The horn adds a flare perpendicular to the x-y 01
plane, at an angle of 45" to the sides of the waveguide, and FDtD
extending the full z height of the structure. .20.

Validation bf the FDTD model was accomplished by corn-
parison of the computed far-radiated fields with results ob-
tained from a triangular surface patching MM code. The
resolution of the MM code was varied from 10 patches per
wavelength up to a maximum of 20 patches per wavelength.
Little change was noted in comparison with the MM results
from lower-resolution models. It is apparent from Fig. 14(b) -0 0 90 • 390that MM and FDTD results agree reasonably well for this An,,. (d.,.-,
simple waveguide. Running times for the two codes were (b)
also comparable. Fig. 15(b) shows the FDTD computed Fig. 13. Far-field data for parabola of 5o X0 width. (a) Horn fed at focus.
far-field pattern of the horn. (b) Horn fed Xo closer than focus.
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Fig. 14. Three-dimnsional sweep, 9 E i.5

Hyperthermia is the use of heat to elevate the temperature Figs. 16(b) and 16(c) show a comparison of the FDTD

of a tumor to greater than 42'C. In combination with radia- results and those of the integral equation solver for penetrat-
tion or chemotherapy it has shown promising results in the ing electric field contours at the skin-fat interface, and at the
treatment of small surface tumors. Major problems which fat-muscle interface, respectively. Because of symmetry, only
exist in clinical hyperthermia are: maximizing the therapeutic a quadrant of the field distribution is shown.
effects of tumor temperature distribution, minimizing normal
tissue damage, and ensuring deposited power is confined to IV. SUMMARY AND CONCLUSION
the target tumor volume. Power is applied through electro- This paper has demonstrated that the FDTD method is
magnetic (EM) applicators, which can take the. form of valid for use in modeling of radiating structures. Based on
dielectrically loaded waveguides. this validity, the contour FDTD method has been proven to

A semi-automated, real-time, patient-specific hyperthermia be a new and useful tool for modeling various reflector
model has been developed using computer vision system systems and some biologic problems. While it is recognized
technology and FDTD analysis. [18] Through the use of that this method has some limitations, the authors can foresee
compter vision, a patient's computed tomography (CT) scans a time in the future when these problems will have been
are analyzed to reconstruct a complex, 3-D tissue geometry solved, and FDTD will be a standard tool for the analysis of
(19], (20]. These data are transformed into a form suitable electromagnetic interactions involving large objects.
for the FDTD method. Luckily, biologic tissue is lossy There are several important issues affecting computational
enough that a stepped-edge geometry is sufficient for good dynamic range. From the discussion of the 26.6" horn, it is
accuracy. The EM applicator is then inserted into the FDTD clear that neither MM nor current FDTD methods can be
grid, and the program is run to give an accurate picture of the blindly applied to antennas or scatterers which have a broad
power deposition. The correct applicator and incident power angular range of far fields lower than - 40 dB relative to the
can then be selected on the basis of this run to provide the main lobe or the incident beam. Changing the FDTD grid-
desired localization and uniform heat in the tumor volume, ding to a finer spatial sampling, using brute-force methods to

In three dimensions, a water-loaded rectangular waveguide eliminate the effects of the RBC's, and calculating the best
is used to illuminate a tissue structure similar to that modeled integration from the near-field points seem to be ways to
by a University of Athens group [21] through an integral achieve more accurate results, and hence, greater dynamic
equation approach. Fig. 16(a) shows the geometry of the range. However, this reasoning is only valid in two dimen-
model. In the Athens group's problem, the tissue structure is sions.
a layered half-space with 0.5 cm of skin, 1.0 cm of fat, and In three dimensions, many things change. The MM matrix
an infinite layer of muscle. The 5.6 x 2.8 x 2.8 cm3 wave- size increases by an order of magnitude, which causes the
guide is excited by a line source at 432 MHz, which creates inversion or solution time to increase by three orders of
an incident power of I W on the tissue structure. The FDTD magnitude. For the FDTD code, time-gating out the RBC
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-- be verified experimentally, as the MM equivalent models will
be too large to run on today's computers in a reasonable
amount of time.
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We report the initial rsulta for fetmntoeecond pulse propagation and scatterin interactions for a Lorentz
medium obtained by a direct time integration of Mawel's equations. The computational approach provides
reflection cosffiemts accumte to better than 6 parts in 10,000 over the frequency rang. of dc to 3 x 10" Hz
for a single 0.2.!. Gaussian pulse izident upon a LorUn-mdlium half.spece. Now results for Sommerfeld and
Briljouin precure an shown aDd compared with previous analyeie. The prsent approach is robust and per*
mite two-dimens•ioal and thee-dimensional electroagnetic pulse propagation directly from the full-vector
Maxuwels equation.

A pulse propagating in a dispersive medium such as OH - - -,

an optical fiber exhibits complicated behavior. It is at ,o a (is)
of interest to have an accurate numerical model for
this behavior as well as for other electromagnetic in. aD, aH(
teractions with frequency-dependent materials. at •ix

The finite-difference time-domain (FD-TD)
* method is a numerical technique for direct time in- Here DA = sE,, where the permittivity e is indepen-

tegration of Maxwell's equations.'" It is a compu- dent of frequency. Using central differencing in
tationally efficient approach to modeling sinusoidal time and space,' we can express the curl equations
or impulsive electromagnetic interactions with arbi- in finite-difference form as the following second-
trary three-dimensional structures consisting of order accurate leapfrog algorithm:
linear, possibly anisotropic, lossy dielectric and H,"•y(i + 1) -H,`*i + 1)

permeable media with frequency-independent
parameters. It has been used for predicting elec- At
tromagnetic wave scattering, penetration, and radi. + ( (i - 1) - E,(i)J, (2a)
ation for a variety of problems.' Recently, the 0ox

range of FD-TD modeling applications has been sub- ) t
stantially expanded to include ultra-high-speed sig- )+ --- +
nal lines,' subpicosecond electro-optic switches,' and H)]

linear optical directional couplers.$ H8 '*i - 1)], (2b)
Attempts have been made to extend FD-TD to where E,'(i) denotes the electric field sampled at

frequenzy-dependent mawtials. Chromatic diaper- space point x - i Ax and time point t - nAt.
sion can be expressed in the time domain as a convo- (Pies" refer to Ref. 2 for the proper numerical sta.
lution integral involving the electric field and a bility criterion.)
causal susceptibility function. This convolution For many dispersive media of interest, however,
integral can be efficiently incorporated into the FD- -=•,). We propose to inrlude this frequency de-
TD algorithm for a first-order (Debye) dispersion.' pendence in the FD-TD model by concurrently inte.
In this Letter we present a more general approach grating an ordinary differential equation in time
that permits modeling of media having arbitrary- that relates D,(t) to E,(t). As suggested by Jackson,
order dispersions. Our approach is based on a this equation is derived by taking the inverse
suggestion by Jackson (Ref. 10, p. 331) to relate the Fourier transform of the complex permittivity
electric displacement D(t) to the electric field E(ti expression,
through an ordinary differential equation in time.

We consider a one-dimensional prob!em with field
components E, and H, propagating in the x direc. S(w) - D .(
tion. If we assume first that the medium is nonper- E--)•
meable, isotropic, and nondispersive, Maxwell's curl For an order-M dispersion, thj computational moaui
equations in one dimension are now becomes a three-step recursive process that re-

0146-9692/91/181412.0385.00/0 0 1991 Optical Society of America
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tains the fully explicit mature of the original disper. This differential equation can be easily differenced
sionless FD-TD formulation, to solve for E,V1 in terms of known values of E, and

H/•(i + -L) H •. ÷•) +D, for insertion into Eq. (4c),

at E` - ((wo'At 2 + 28At + 2)D,"*' - 4W
S- [E.4(i + 1) - E,4(i)], (4a) + (Wo 2AtS - 2BAt + 2)D.'- + 4e.E,"

-t H*4 - (Wo2At'e. - 25Ate. + 2c.)E,'-']/
D =,2 + ,(i + +(wAt', 2SAte. + 2e.). (11)

-H,"•(i - 4)], (4b) We first demonstrate the accuracy of this method

E..i f(D,.-, ... ,.. ED 4-4`). by computing the wideband reflection coefficient for 0
(4c) a planar interface between vacuum and a half-space

made of the Lorentz medium of Fig. 1. A single
At any time step n, this method requires storage of 0.2-fs duration Gaussian pulse (between the I/e
M previous values of D, and M - 1 previous values points) is normally incident upon the interface.
of E, beyond the current field values. The approach This pulse has a spectrum that covers the full range
will be made clear by the following examples: from dc to 3 x 101 Hz. Data are taken every time

Example I- A first-order (Debye) dispersion can step (At = 2.0 x 10-" a) at a fixed observation point •
be specified by on the vacuum side of the interface. The FD-TD

,- L . D,(w) computed complex-valued reflection coefficient is
) S. + -,)(5) obtained by taking the ratio of the discrete Fourier

transforms of the reflected and incident pulses.
where e, - 0(0), e. - e(-), and r is the Debye relax- Figure 2 compares the magnitude and phase of this
ation time constant. If we take the inverse Fourier •
transform of Eq. (5) as defined by 10.0

f( 'f()exp(-j.t)do, (6) of(t) - E.0
-> 8.0 - -- Imaginary

the result is a first-order differential equation in .

time rolating D, and E,, 4.0

dD. dE. U
D, + r-•- - E$.E + i. "- (7) 0. 2.0.

This differential equation can be easily differenced 0.01- ---------
to solve for E,*'R in terms of known values of E. and -2.
D, for insertion into Eq. (4c), W-20

At + 2r at -2r -'.0
I 2e. + AtD '(i) 27. + eAt D,((i) 1'2 / 16 20

21. - e.At (unit- of 10- ad/sc)
+-E- 4(i). (8) Fig. 1. Complex permittivity of the Lorentz medium

2n. + s, At with parameters a, - 2.25&,, s. - so, a,, w 4.0 x
Example 2: A second-order (Lorentz) dispersion 10 rd/s, md 8 0.28 x l01 &-1.

can be specified by 0

we(# -4.)0. V0._ e e(. - (.) D9,))
()" " - + - w- 14o

where e. e(0), e. - (.s), o is the resonant fre. 00o.o -45.0
quency, a'ud 8 is the dam*n ooefficient. Figure 1 ;W-ft
shows the relative permttivity curv for a Lorentz
medium that has the following parameter: 0. - -0.0

m 2.25.,, e. - so, wo a 4.0 x 10 Frd/s, 0

8 -O.28 x 10" u-'. C 0.2 -130

Inverse Fourier transformation of Eq. (9) results in _

the followng second-order differential equation m- 0. -8.
lating D, and ,:: 0 .12.16 204 20

100D, + 2AD. dD, e.E d (+MANitM of 10" rod/see)
dt 4 7 28.-•- Fig. 2. Compaiso of FD-TD and exact results from dc

d1E, to 3 x 10N Hziforthe magnitude and phase of the renfl*c-
+ -#r.= (10) tion coefficient of a half-space made of the Lorentzmedium of Fig. 1.
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0.005 served at x -a1 Im to the asymptotic' and Laplace-
transform"' predictions. Much closer agreement

= 0.003 with the Laplace-transform calculation is noted.
SExteasive numerical convergence studies of the FD-o.ooA TD results indicate that the zero crossinp of the

V precursor converge quickly (at relatively coarse grid
-0.001 resolutions), while the envelope converges more

slowly to a limiting distribution. Overall, we
U -. o003 .. , believe that the FD-TD computed envelope distribu-

Owls tion shown in Fig. 3 is within 3% of the limiting dis-
.! -0.005 . tribution obtained at infinitely fine grid resolution.t,• 1.00 1.0 1, 1.1 8 ~ l 1.24

For completeness, Fig. 4 shows the total signal at
SFig. 3. Comarison of FD-TD, amptot, and Laplace- x - 10 Am in the Lorentz medium computed withtFig. 3.Cormparisons ofor FDthe a to t and Lp lacur er o the FD.TD method. This includes the Brillouintransform" results for the Sommerfeld precursor Ob- prcso.Teeeulsa agismwhtdfserved at z = I sm in the Lorentz medium of Fig. 1 for a precursor. These results are again somewhat dd-

unit-step modulated sinumoidal excitation (w, = 1.0 x ferent from the asymptotic results reported in
10" red/a) at z 0. Ref. 13, yet the FD-TD calculations here exhibit at

least the same degree of convergence as those of
Fig. 3.

* The method of this Letter should be directly ap-
0.12- " plicable to full-vector electromagnetic pulse propa.

gation and scattering effects for inhomogeneous
dispersive media in two and three dimensions. We

-. 0s foresee the possibility of incorporating material
nonlinearity to obtain the dynamics of soliton props.0. gation and scattering directly from the time-depen-
dent Maxwell's eviations.

.U This research was supported in part by U.S.o.o--------Office of Naval Research contract NO)1014-88-K-
0475, NASA-Ames University Consortium Joint Re-

_0_0_ search Interchange no. NCA2-562, sind Cray
I .045 i14 1.65 1 do 1., Research, Inc. We thank K.E. Oughstun for
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Simple Analytical Solution to Electromagnetic
Scattering by Two-Dimensional Conducting

Object with Edges and Comers: Part I-
TM Polarization

Korada ULmashankar, Senior Member, IEEE, Wan Chun, Student Member, IEEE, and
Allen Taflove, Fellow, IEEE

Abstract-A simple and approximate analytical solution is tions involving electromagnetic scattering studies, there ex-
presented by invokli" on-surface radlatlon condition (OSRC) ists a need for simple analytical tools for the induced electric
theory for the analysis of electromagnetic scattering by a per- current and the corresponding radar cross section of arbitrary
fectly conducting two-dimensional object. The scattering object shaped conducting object. The purpose of this paper is to
is assumed to be placed in a free space medium and is excited by
a time harmonic plane wave having transverse mapeti (M report a possible approach to obtain simple and approximate
polarization. The dosed orm analytical result for the mono- solution (yet form an useful tool for many engineering appli-
static as well as blstadc radar cross section Is approximate and is cations) of the electromagnetic scatterin•gi by a perfectly con-
useful in many englneering studies. It is app•icable only for the ducting object having arbitrary edges and comers. The study
case of a convex shaped conducting object having arbitrary two
dimensional cross section with arbitrary edges'and com reported in the following section is limited to the two-dinen
Canonical scatterin objects, such as a triangular shaped scat. sional scattering object placed in a free space medium which
terer and a thin strip scatterer ar analyzed for the transverse is excited by a time harmonic plane wave having transverse
maeatic excitation to evaluate usefulness of the analytical to. magnetic (TM) polarization. The analysis is accomplished by
sults reported In this paper. Numerical data for the monostsftc invoking the on-surface radiation condition (OSRC) theory
as well as the bistatic radar cross section are also presented by
comparing them with respect to the numerical solution obtained (8]. It can be noted that the OSRC approach basically utilizes
by solving an electric fied integral equation based on the method an additional boundary relationship for the normal derivative
of moments technique. of the scattered electric field which is proportional to the

scattered magnetic field by implementing, in a limit, a higher
order near field radiation boundary condition (91, (10] di-I. INTR~ODUCTINo
rectly on the surface of scattering object. In fact, for the

HERE exist numerous analytical and numerical ap- study of scattering by two-dimensional convex conducting
proaches for analyzing the electromagnetic scattering by object, the OSRC has exposed [11], (14] substantial simpli-

a perfectly conducting object [1]-[7]. Generally, the formula- fication of the usual integral equation for the induced surface
tion of the scattering problem is accomplished in terms of electric current distribution, and it is interesting to note that
either a differential equation or an integral equation by treat- elaborate numerical approaches are no longer required.
ing it as a boundary value problem. The analytical approach A preliminary OSRC study using the first- and second-order
is limited in its application to canonical objects, and for operators is reported in [81 for the electromagnetic scattering
analyzing practical scattering geometries the numerical ap- by a two-dimensional circular conducting scatterer for TM
proaches based on the matrix method [3], the finite element and transverse electric (TE) plane wave excitations. The
or the finite difference method (7] are widely used. Even validation dataAor the induced surface current and the bistatic
though many analytical and numerical methods are widely radar cross section with the application of second-order OSRC
reported (2], (7] in the literature for various class of material operator show agreement in the illuminated region for both
and scattering geometries, still in many engineering applica- the TM and TE excitations. But the results are inconclusive

with respect to very low level field distribution in the deep
Manuscript received anuary 10. 1990 revd Aut 12, 19. Ts shadow region for the TM excitation, and similarly, are

work was supported in part by Office of Naval Research (ON4R) grt inconclusive to predict creeping wave fields deep in the
N00014-88-K-0475 and by National Science Foundation (NSF) Grant ASC- shadow region for the TE excitation. In fact, using the third
881 1273. and fourth higher order OSRC operators a detailed study is
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Engineering and Computer Science, University of Illinois, Chicago, IL assessed in [14] for the OSRC analysis of scattering by a
60680. circular conducting object for both TM and TBE excitations.

A, Talove is with the Department of Electrical Engineering and Corn- Even though a third- or a fourth-order differential equation is
puter Science, McCormick School of Engineering, Northwestern University. Eve solve f the rrt of higher order is
Evanston. IL 602108. to be solved for the application of higher order OSRC

IEEE Log Number 9104567. operators, the investigation [14] predicts the distribution of
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low level fields with the TM excitation, and similarly, pre- v . .

dicta behavior of creeping wave fields deep in the shadow
region with the TE excitation. In a separate study, the Cne (E', HS)

application of second-order OSRC is also extended for the Convei FREE SPA .

analysis of electromagnetic scattering and penetration by a Roendan I

homogeneous convex dielectric object 111], (121. Further, in C,
the OSRC study reported in (8] for the cases of thin strip and 

O •

square scatterer, the dominant effect of the singular electric

currents at the geometric comers are not considered, but only M: Region: 2

the physical optics type currents are taken into account in the T

calculation of radar cross section. C

For considering application to engineering oriented prob-

lems, this paper presents a simple and approximate analysis Fig. 1. Two-dimensional arbitrary shaped convex conducting

to include the additional effects due to radiation from the scSUtrCTM excitation.

sharp comers [4], 16), [14] so that arbitrary cross-sectional E41
convex geometries consisting of arbitrary edges and corners 3' (A, W) = GP(, X') a ( (2b)an'

can be systematically analyzed. For the scattering geometries

considered, it is shown that the second-order OSRC result for 8G(F, ) (2c)

the induced electric current has a some relevance to the f X) -Ex(X) an,

electric currents of the physical theory of diffraction. Two where the two-dimensional Green's function
canonical conducting objects, such as a triangular shaped

scatterer and a thin strip scatterer are analyzed for the plane Ho•)(k - ) (2d)
wave excitation with TM polarization to evaluate the simple 4j

and approximate analytical results reported in this paper. Ho() is the Hankel function of second kind and zero order
Comparative data for the monostatic as well as the bistatic On the scatterer boundary contour C,, n' and s' represent
radar cross section are also presented by comparing the the normal and the tangential variables along the correspond-
second-order OSRC results with respect to the numerical ing unit vectors given by
solution obtained by solving the electric field integral equa- , = + 9' sin •, (3a)
tion based on the method of moments technique [3]. Similar

analytical study [14] can also be considered for a plane wave 1' = -2'sin $' + Y'cos 4'. (3b)
excitation with TE polarization, and is reported separately. 0' is the angle of the normal unit vector with respect to x

1I. FoRMULATION-TM POLUZ.A'ION coordinate axis
On referring to (2a), the scattered electric field at any point

Let us consider a two-dimensional, convex, conducting outside the conducting scatterer can be calculated, if the
scatterer having an arbitrary cross section with arbitrary scattered electric field and the normal derivative of the
edges and comers. It is excited normally by a TM polarized scattered electric field are known along the boundary contour
plane wave as shown in Fig. 1. The scatterer is assumed to C,. TO determine these two unknown field quantities, the
be uniform in z coordinate direction and the various electric following two near-field boundary relationships are utilized.

and magnetic field quantities are independent of the z coordi- The relationship for the scattered electric field is obtained by

nate variation. The cross section of the arbitrary conducting enforcing the regular conducting boundary condition that the

scatterer is contained in region 2 and is bounded by a contour tangential z component of the total electric field is equal to

C,. Outside region 2 is region I representing an isotropic zero on the boundary contour C•
free space medium. Referring to Fig. 1, let E•(•') = -E•('), •' on C,. (4)

(E;. H`): scattered electric and magnetic fields in region I The relationship for the normal derivative of scattered elec-

(E', H'): incident electric and magnetic fields in region 1. tric field is obtained by (invoking directly on the boundary

For the TM polarized excitation, the z component of the contour C,) the second-order on-surface radiation boundaryiFcdethpe wMpolavized elecittricofielan, be w ent as th condition [8], [10], [14] for the outgoing scattered cylindricalincident plane wave electric field can be written as
waves. According to the OSRC approach [8], the axial

EZ(p, o ) (1) component of the scattered electric field at a radial distance p

where should satisfy the following outgoing radiation boundary
k: propagation constant of the free space medium condition in terms of radial coordinate variables

0': incident angle of the exciting TM plane wave. 1 a2  [ 2 a a
Further, the z component of scattered electric field [1], [2] in R2 E- - +-:- + + 2-Es
the regions I is obtained by

J [Y(, •') +,,'(•, ')3 ds' (2a) + -2k2 + + 3 ES -, O(P- 9 /•2 ). (5a)

C,
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The above second-order OSRC boundary operator yields a corner

*relationship for the normal derivative of scattered electric "a w3

field on the conducting scatterer and is given by

aE,'(F) L (51) it_2_(__)_L2

2 8[k - (s')]1 Fj co

J c2E•(") corner . 0, .
+ 2[k-jt(s')] 8sJ ( m.1 , X x

t(s') is the curvature of the osculating circle at location s' on A

contour C, virtualboundary •• =

OLO7) _k2 [sin 2 4,,COS2 01 + cos2 4, sin2 q$ •
8S,2 = Fig. 2. Geometry of triangular conducting scatterer-TM excitation.

-2sini'cosf'cosi,•sin4i]E•(,).. (5c) C, are contour segments FA + AB + BC + CD + DE +
The two boundary conditions (4) and (Sb) for the scattered EF where the virtual contour C, enclosing the triangular
electric field and its normal derivative on the contour C1 are scatterer, is split into six segments. The terms in integrand of
now substituted into expressions (2b) and (2c), and the the integral expression (7) are completely knowR in terms of
scattered electric near-field distribution in region 1, expres- the geometrical parameters of the scattering object and the
sion (2a), can be calculated for a given arbitrary boundary plane wave incidrnt field. Since the radius of the limiting
contour C,. Further, for the case of TM excitation, the z circle located around the comers, m = 1, 2, and 3, is very
directed induced electric current on the conducting scatterer small and in a limit tends to zero, it is assumed that the
is directly proportional to the normal derivative of the total integrand of (7) does not vary along the arc length of the
electric field and is given by limiting circle. Hence, the integral expression for the scat-

-Jr8E•( ') BE•( )]tered electric field distribution in region 1 simplifies to thej= [ ÷ On''7 (6) sumoftwospecifictermsconsistingofthethreesmoothedge
i,( k =n (6)J contributions and the three corner contributions with explicit

where 17 is the intrinsic impedance of region 1. The far-field dependence on the angle of incidence of TM plane wave
distribution can also be derived using the expression (2a) excitation, and is given by
with the two-dimensional Green's function term (2d) replaced - K + / +S/1f f][ y (A, ,') + F(,')J ds'with its large argument approximation. p + f ', )

rrM. CONDucmaN TRmNULA SCATTERER 3 3Eo+ ( 3 r- 0.)(--
To illustrate a procedure to analyze an arbitrary convex m 32j

conducting scatterer with edges and corners, and to obtain a
simple analytical solution by performing the integration along (k I - 'm e (8)
the close boundary contour C,, a triangular scattering geome- By taking the large argument approximation for the Green's
try of Fig. 2, with three straight edges and three wedge type function (2d), expression (8) can be conveniently simplified
corners is considered. At the sharp corners, there exists a to obtain an analytical solution for the scattered electric far
geometrical discontinuity and thus the curvature of the oscu- field distribution. Hence, in the far-field region, (8) yields
lating circle for the corner region is undefined. In order to
overcome this difficulty, the sharp corners of the scattering E, e-) e-J v 1 3 +eko
geometry are rounded off [13], (14] by smooth contours, for N(_8 A- irk CM, o-
example, small circular regions are inserted with a limiting ,,-I

radius e and centered at the corners. A virtual boundary Ao= +SJ + ]
contour C, is now drawn enclosing the conducting scatterer 0 lp P Q + oQ
such that it is always parallel to the original boundary
contour C, and is also drawn tangential to each of the small + ji_ cos V) E
limiting circles located at the geometrical sharp corners as a an' +
shown in Fig. 2. In a limit as the radius e tends to zero, the 'es'o(4-' d (9b)
virtual boundary contour C,, exactly coincides with the origi- eJiy' -L 11
nal boundary contour C, of the conducting scattering object. = jk{ Top + cos - ID)}
On referring to expression (2) and Fig. 2, the z component JT + hop
of scattered electric field at any point in the region 1 is given + jk{ TpQ + cos -i )
by +Qo(

,_0IYPQ
E )= lim [ /(,') +,"(•, ) [ds'PQLZ -(7) ' ~fA18 eJ6pQL
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+ ..... + cos(, %0 [ Sn iO20 OS 20+jkri {e/T~oco6-, *l) "- tl[ - {sin2 .,,,cos2,i'+ cos2 4'•sin2'

[1 * J2 - 9o j -2sint' cosf' coso'sin.'}

and -Cos (,,,-,)JE (?oP). (14c)

3 Further, in (8), the scattered electric field distribution due toC)"T - (-') - *f (9d) the three wedge type comers can be viewed as the contribu-
tion due to the localized electric current distributions whichwhere the various angular terms are given by principally exist at the three corners m = 1, 2, and 3 of the

I scatterer in the form of isolated line sources with weightedTo- 2 1 - {sin 2  , C0s 2 • + cos 2 
$p sin2 

' amplitudes corresponding to the internal wedge angle 0,,, and
the angle of TM incident excitation.-2 sin %p cos %p cos O' sin 0i} (10a) Based on (9a) and (13), Fig. 3(a) shows the monostatic

" =op k -cds (0 - 01) + cos((,0 - 0)] (10b) radar cross section in decibels for the case of a perfectlyconducting triangular scatterer as a function of monostaticangle 0 = r + . For the triangular scatterer. the dimen-TQ = 1 -- sin'2o (Ila) age• •sions are selected as kL, = kL2 = 10 and the angle 0, =
[-sin + sin ]Ib r/3 which corresponds to an equilateral triangular scatterer.

The OSRC result for the radar cross section shown in Fig.
apQ = k[-cos 0' + cos 0] cos 6 (llc) 3(a) is also compared with an alternative numerical solution

1 ,obtained based on the electric field integral equation [3] for aTQo = 1 - - {sin2  C cos2 €' + cos2  o sin2 46/ two-dimensional conducting scatterer. The electric field inte-gral equation is solved using the method of moments num#ri-
-2 sin %0 cos 4'o cos 0' sin o } (12a) cal scheme with a resolution of 20 pulse samples for every

half-wavelength. Two types of monostatic comparison data7(Qo = kcos (&o - ')Q- cos( - )]. (12b) are presented in Fig. 3(a). If the three corner effects are
The radar cross section of the conducting triangular scat- excluded, the comparison between OSRC and integral equa-

terer can now be calculated using the far-field expression (9a) tion monostatic data is poor for certain incident angles. With
the three corner effects included, a better comparison is

(2 obtained for various excitation angles including broadsideRCS = lim 2wp - (13) and grazing angles of incidence. Similarly, Fig. 3(b) showscomparative result for the bistatic radar cross section in
Similar to the treatment in physical theory of diffraction [4], decibels for the same triangular scatterer with broad side
[61, the scattered electric field distribution can be viewed as excitation on one edge.
the contribution from the induced electric currents on the
triangular shaped conducting scatterer. It consists of the IV. CONDUCTING THN STW SCATTERER
contribution due to currents on the three smooth edges and In order to illustrate further the application of the integral
the localized currents due to the three corner effects. As can expression (7) and to obtain a simple analytical solution by
be seen, the distribution of the ele.tric current due to corner performing the integration along the close boundary contour
effects is only approximate. In the context of presenting a C., a thin strip scattering geometry of Fig. 4 with onesimple and an approximate analytical solution, the corner straight edge and two corners is considered. Again, the two
effects are considered only due to the dominant curvature sharp corners of the thin strip scattering geometry are rounded
effect, but the remaining minor contribution [15] due to slope off [13], [14] by inserting small circular regions with aof the radius of curvature is excluded. The z directed in- limiting radius e and centered at the corners. A virtual
duced electric current distribution at any point along the boundary contour C,, is now drawn enclosing the thin striptriangular edge OP is given by scatterer such that it is always parallel to the original bound-

ary contour C, and is also drawn tangential to each of theJ( = J ed3')Igeeffei, + J,( ') ] co' on OP. small limiting circles. Referring to the Fig. 4, in a limit as
(14a) the radius E tends to zero, the virtual boundary contour C,,

exactly coincides with the original boundary contour C, ofUsing (1), (5b), and (6), the electric current due to edge the scattering object. Now, the axial component of scattered
effect is given by electric field at any point in region 1 is given by

+ $E(.ý' 1 JiJZ1' 1 +dg OPE ý,F + J(5, ')j ds'. -(15)-P77kjig, o .- an' + an' f-0 C

C, are contour segments DA + AB + BC + CD and whereon OP (14b) the virtual contour C, enclosing the thin strip scatterer, is
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20 m
TRLMMJGLAR

SrrARcorner 0 ,Ccorner
is. KC 4.10EE [0

• .5 , Fig. 4. Geometry of thin strip conducting scatterer-TM excitation.

J ~~~-I0 ... .
.5 'tions, m = I and 2, and is given by

.20 +j+ ._ -20 E:(,) = + .J[ (~,•,') + f(•. ')] ds'S-25 fp

=.30 3E
- 30 -]Ho2) (kp)

-35 - ERE/MOM 32j

.40o CSC 3 E.OSRCWTrH + .. lHo(o(kl -'le-sL°* (16)
-45 CORNMER BFr=CT 32i
"i5?80 200 220 240 260 280 300 320 340 360 By taking the large argument approximation for the Green's

* (monostatic angle) function (2d), (16) can be conveniently simplified to obtain
(a) an analytical solution for the .scattered electric far field

20 distribution. Hence, in the far-field region, (16) yields20

15. ERE / MOM e-jk.
E~pIrk - P=.A 1  2 E-,- (17a)

OC Ao 0 +C10 . OSRC W
5 - OR4E FFECTS A 00- 1Aop JpJI

0 8E. -P i- cs, (07b)-- 10 n

S-20 SCATTERER

,T) -2 TRLANGULAR 
-ed~ (17b)

0 -25 rehoPL -- i
-30 kLI -kLz2l10jkITop - si J) eh 0PL J-30 L

-3I140 +jk{Tpo+sin0}[1 --e-pL (17c).45 1 ' Pyo(7)
S. . . .. . . . an d

-% 20 40 60 80 100 120 140 160 180 3
0 (bistatic angle) C, = I r (17d)

(b)8
Fig. 3. Monostatic rdar cra section of triangular conducting scatterer 3
using secood-order OSRC-TM excitation. (b) Distatc radar cross section of C2 = 2 i e-,i"=to" ,,,- cos #1 (17e)
triangular conducting scatrer using second-order OSRC-TM excitation,
6 180. where the various angular terms are given by

SIC (18a)
split into four segments. The terms in integrand of the T2p = 1-- cos (a
integral expression (15) are completely known in terms of the
geometrical parameters of the thin strip and the plane wave = -cos '+ cos (l8b)
incident field. Since the radius of the limiting circle located 1 2  (1around a corner is very small and in a limit tends to zero, 2
again it is assumed that the integrands of (15) do not vary
along the arc length of the limiting circle. Hence, the integral ^tPO = k~cos 0i - Cos 0. (19b)
expression for the scattered electric field distribution in re- The radar cross section of the conducting thin strip scat-
gion I simplifies to the sum of two specific terms consisting terer can now be calculated using (13). A similar monostatic
of the ,mooth edge contribution and the two corner contribu- radar cross section result is also reported in [13] using elliptic
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Scoordiates where the virtual contour C,, is selected, an 20
ellip&I boudal• y and the, thin tip scaterer, is simulated by EFIE/MOM

Wldn''the limit a the minor axis ofthe ellipse'tending to - .
zero and the major axis tending: to length of the thin strp 10 os~c wrmr

scatterer. It is interesting to note that the, analytical result 5 IEFFECTS
obtained in this section for the thinmstrip scatterer also can be o 0
verified based on the analytical.result of the triangular scat- 13/
terer, (8)-(12), by substituting theside lengths L I - L 2 - , .. " " .....
the angles 61 - 0 and 62 -0 . The z directed induced elec. 10

tric current distribution at any point on the strip is given by .15

JZ(F)= {JZ-(X) - JZ÷(X)} d6dr.,e + JZ(F) m I *o,...

,F on strip. (20a) STRIP
• 30 SCATTERER

Again, the scattered electric field distribution can be viewed -35 kL .10

as the contribution from the induced electric currents on the .40
thin strip conducting scatterer. It consists of the contribution
due to currents on two sides of the smooth edge and the
currents due to the two comer effects. As discussed earlier, -50 210

in the context of presenting a simple and an approximate 1 (monostatic angle)

analytical solution, the corner effects are considered only due (a)

to the dominant curvature effect, but the remaining minor
contribution (15] due to slope of the radius of curvature is 20 EFIE/MOM
excluded. Using (1), (5b), and (6), the electric current distri- 15s
bution on the thin strip scatterer is calculated as the difference 0SRC

between the induced current on the bottom contour AB and 1 o. OSRC wIH

the top contour CD in a limit as e tends to zero, and is given 5 COME EFFECTS /

by 0E•(•')

.4(0 1 ledge OP = J+÷ an----- ' -- n1o

X' onOA:.+OA STRIP
-'o 0, :_ + OA I) •' -20SCATTERER2 E o sin 0 ie-j o' co s 01. (20b) (n .2 0

1= -25

-30 , - .1o
In (16), the scattered electric field distribution due to the two .:, l.,"
wedge type comers can be viewed as the contribution due to -35
the electric current distribution which principally exists at the -40
two comers m = I and 2 of the scatterer in the form of .45

isolated line sources with weighted amplitudes corresponding __01

to the internal wedge angles and the angle of TM incident "0o 110 130 150 170 190 210 230 250 270
excitation. Based on (13) and (17a), Fig. 5(a) shows the 0 (bistatic angle)

monostatic radar cross section in decibels for the case of a (b)

perfectly conducting thin strip, scatterer asr a function of Fig. 5. Monostatic radar cross section of thin strip conducting scatterer

monostatic angle 0 = r + 0'. The dimension of the strip using second-order OSRC-TM excitation. (b) Bistatic radar cross section of
thin strip conducting scatterer using second-order OSRC-TM excitation,scatterer is selected as kL -f 10 and the angle 0, = 0. The 01 = 90.

OSRC result for the radar cross section shown in the Fig.
5(a) is also compared with the numerical solution obtained
based on the electric field integral equation [3]. The electric parative result for the bistatic radar cross section in decibels
field integral equation is solved using the method of moments for the same thin strip scatterer with broad side excitation.
numerical scheme with a resolution of 20 pulse samples for
every half-wavelength. Two types of monostatic comparison V. CONCLUSION

data are presented in Fig. 5(a). If the two comer effects are. With engineering applications in mind, this paper pre-
excluded, the comparison between OSRC and integral equa- sented a simple and an approximate analytical solution for the
tion monostatic data is poor for certain incident angles. With analysis of electromagnetic scattering by a perfectly conduct-
the two corner effects included, a better comparison is ob- ing two dimensional object by invoking on-surface radiation
tamed for various excitation angles including broadside and condition theory. The close form analytical result for the
grazing angles of incidence. Similarly, Fig, 5(b) shows corn- induced electric current distribution and the radar cross sec-
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tion is applicable, to the-case of a convex conducting object (10j T, G. Moore, 1. G. Bluschak. A. Taflove. and G. A. Kriegsmmnn.
having two dimnenuional cras section with arbitiiry 'edges' "Theory and application of radiation boundary operators." IEEE

and comners. Canonical scamein# objects, such as rinu Trans. Antennas Propegat., vol. 36. pp. 1797-1812, Dec. 1988.
'U- 1 trMP* 111S. Arendt, K. Umashanka,, A. Taflove. and 0. A. Kz'iegsmann.

lar shaped scatterer and a dii. strip scawtrer are anialyzed,. "Extension of on-surface radiation condition theory to scattering by
and numerical data concerning both the monostatic and thle two-dimensional homogeneous dielectric objects." IEEE Trans.. A n-

tennas Propagaf ., vol. 38, pp. 15SI1- 1559. Oct. 1990.bistatic radar cross section for the transverse magnetic excita- (121 S. Arendt, "Application of the on-surface radiation condition method
tion are presented with comparison to assess usefulness of the to two dimensional electromagnetic scattering problems," M.S. the-

resuts.Simiar tud of he wo dmenionl coducingsis, Univ. of Illinois, Chicago. IL, Apr. 1983.resuts. imilr stdy o the trad' mnsverse elctrducting- (131 1.0D. King, "Application of on-surface radiation condition to electro-
scatterer is also undertaken for the taseeelcrcxia-magnetic scattering by conducting strip." Electron. Lett.. vol. 23,
tion and is reported separately, no. 1. pp. 56-57. Jan. 1989.
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We repor- the initial results for femitoecond electromagnetic soliton propagation and collision nlbtained from
first principles, i.e.. by a direct time integration of(MamelU's equations. The time integration efficiently imple-
ments linear and nonlinear convolutions for the electrnc polarization and can take into account such quantum
effects as Korr and Rea-n interactions. The present approach is robust and should permit the modeling of
two. and three-dimensional optical soliton propagaticn, scattring, and switching from the full-vector Mazwell's

* equations-

This Letter introduces a direct solution to Maxwell's f _ 1 E,(
vector-field equations suitable (in principle) for mod- at Ao ax
eling the propagation and surttering of optical
pulses, including solitons, in inhomogeneous nonlin- -D, = H,
ear dispersive media. We believe that this approach at ax
will eventually provide a modeling capability for - (P, +
millimeter-scale integrated optical circuits beyond E, - (1c)
that of existing techniques tiat use the generalized eo
nonlinear Schr6dinger equation (GNLSE). Here we asesume that the polarization consists of

In Ref. 1, we discussed an efficient finite- two parts: a linear part P, and a nonlinear part
* difference time-domain (-D-TD) numerical ap- P,. P,L is given by a linear convolution of E,(x, t)

proach for the dire--t time integration of Maxwell's a nd the susceptibility function y".
equations to model linear mvdia that have arbitrary-
order chromatic dispersions. The approach was P,,(X, t) EO e0 - t')E,(x, t')dt; (2a)
based on a sugges..ion by Jackson' to relate D(t) to
E(1) with an ordinary differential equation in time and P,,NL is given by a nonlinear convolution of
integrated concurrently with the Max well equations. E,(x, t) and the third-order susceptibility xts.,

* In this manner, we computed reflection coefficients"(
accurate to better than 6 parts in 10,000 over the PNL(x, t) = eo X(t - t1, t - t, t - t 3)
frequency range of dc to 3 x 10 1 6 Hz for a single
O.2-fe Gaussian pulse incident upon a Lorentz half- x E,(X, t1)E,(x, t2)E,(x, t3)dtdt2dt 3 -. (2b)
space and obtained new results for the Somm'rield This provides the physics of a nonlinearity with
and Brillouin precursors. time retardation or memory, i.e., a dispersive non-

In this Letter, we report a generalization of the linearity that can occur because of quantum effects
above to deal with the nonlinear terms of the electric in silica at time scales of 1-100 fs. Note that Y11'
polarization. The FD-TD direct time integration of may differ from )t"' in physical properties such as
Maxwell's equations can now incorporate nonlinear resonances and dampings.
instantaneous and nonlinear dispersive effects as We consider a material having a Lorentz linear
well as linear dispersive effects, thereby permitting dispersion characterized by the following x• 1":
the modeling of optical solitons that have large in-
stantpneuus band Adths.

We gain consiace a one-dimensional problem with Xe"(t) = .- * e- si j ot

field aompcne1ta, F, and H,, propagating in the x di- F-[
rectior.. Assu.ning that the medium is nonperme- WO(E, -

able and Isotropic, we see that Maxwell's equations in E(w) - e. + 2, (3)
one dimension are written as 02 - js -

* 0146.9592/92/030180-0353.00/0 C 1992 Optical Society of America
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where w, 2 = WOo2(gs - e.) and vo2 - -- S2/4. f, - 1.37 x 1014 Hz (w• = 8.61 x I1'0 rad/s), and a
Further, the material nonlinearity is assumed to be hyperbolic-secant envelope function with a charac.
characterized by the nonlinear single time convolu- teristic time constant of 14.6 fs. Approximately
tion for P,,,,' seven cycles of the carrier are contained within the
PL(x, t) = eo0. 13E,(X, 1) pulse envelope, and the center of the pulse coincides

with a zero crossing of the sinusoid. To achieve soli-
x I[aS(t - t') + (1 - a)gs(t - t)]E,2(x,t')dt'. (4) ton formation over short propagation spans of less

than 200 Am, we scale values of group-velocity dis-
Here )(" is the nonlinear coefficient, B(t) models persion 02 and nonlinear coefficient 731. For
Kerr nonresonant virtual electronic transitions example, let r. - 5.25co, e. = 2.25to, Wo = 4.0 X
on the order of about 1 fs or less, gq (t) = I0'rad/s, 2.0 x 10's, x1  = 7 x 10- (V/m)-,
[(,r2 •r2 2)/r.2]e-t" sin(t/1r') and models transient a = 0.7, Tl = 12.2 fs, and T2 - 32 fs. (The last
Raman scattering, and a parameterizes the relative three values are from Ref. 4.) This results in 18
strengths of the Kerr and Raman interactions. Ef- varying widely over the spectral width of the pulse;
fectively, gR(t)modelsasingleLorentzianlinethatis i.e., from -7 to -75 ps'/m over the range
centered on the optical phonon frequency 1/r and (1.37 i 0.2) x 10"1 Hz. Finally, by choosing a uni-
has a bandwidth of 1/r2 (the reciprocal phonon form FD-TD space resolution of 5 nm (-Ao/300), the
lifetime), numerical phase velocity error is limited to approxi-

We now describe a system of coupled nonlinear or- mately 1 part in 10W, small compared with that of
dinary differential equations to characterize the the physical dispersions being modeled.
physics of Eqs. (3) and (4). Assuming zero initial 0.7_ _ _conditions at t = 0, we define the functions F(t)
and G(t), respectively, as the linear and nonlinear
convolutions,

F(t) - eo f (- t')E,(xt')dt', (5)
S0.25

G(t) - co Jga(t - t')E,'(x, t')dt'. (6) iZ.

Then, F and G satisfy the following coupled system U
of nonlinear ordinary differential equations:

l 2F dF [ C-e 1 -0-25-I- dt 5+ + 1+a
72 . -C.(1 -

Pt o dt 72 + •t

+ (e. - e.)(1 - a);( .G (e. - e.)D -(.7)-
C. + axE =E2  E. --+ aXj'E' (7)

ld 2  8G rC(3a -0.75'1 d2G + dG (1 - a)X' -E'7 20 " i c 10 140 ISO
.d+ aX E. - Distance (1 Er')

EF DE Fig. 1. Finite-difference, time-domain results for the op-+ EFaXME- aDE( 8 tical carrier pube (linear case) after it has propagated
e. + e. + 55 (m and 126 A.m in the Lorentz medium.

where 3 - 2/Ta and L.' - (1/7IT)s + (1/Ta)'. Equa- -
tions (7) and (8) are first solved simultaneously for F 1.00
and G at the latest time step by using a second- 0.75
order-accurate fini' -difrerence scheme that oper-
ates on data for the cl'trent value of D and previous 0.50
values of D, E, F, and G Only two time revels of stor.
age are required with this approach. Then, the 0.25
latest value of E can be obtained by means of
Newton's iteration of the following equation, using U. 0.00
the new values of D, F, and G:

E D - F - (1 - a)x4'EG (-0.25-eo(,. + (9) _V

The algorithm for the system of Eqs. (7), (8), and (9) -0.5o-
is inserted to implement Eq. (Ic). This, combined
with the usual FD-TD realization of Eqs. (1a) and L-0.7
(lb),' makes up the complete solution method.

We now demonstrate the integration of Maxwell's -1.00 21oequations to obtain soliton dynamics. A pulsed opti.0 Distanco 1 0equaion to btan soito dyamic. Apulsd oti-Distance (Jsrr•
cal signal source is assumed to be located at x = 0. Fig. 2. Finite-difference time-domain remults for the op.
The pulse is assumed to have unity amplitude of its tical soliton carrier pulse that orrespond to the observe.
sinusoidal-carrier electric field, a carrier frequency tion locations of Fig. 1.

A192



162 OPTICS LETTERS / Vol. 17, No. 3 / February 1, 192

1200. predict the carrier frequency shift that we have
computed for this pulse. Also, in both cases de-

000. ,,picted in Figs. 1 and 2, by observing a video of the
pulse evolution, it was noted that the phase velocity

x- 526jM of the carrier was substantially greater than the
;K U0. x- .... 26A&rn group velocity of the envelope.

"600*' Figure 3 depicts the Fourier spectrum of the mainV s \litors shown in Fig. 2. The fqrare shows a 4-THz

Gos ;red shift and a sharpening of the spectrum as the
',' pulse propagates. From GNLSE theory, the red

40oo shift is predicted because of the Raman effect's"'
occurring as a higher-order dispersive nonlinearity
modeled by the function gxi t ) in the kernel of Eq. (4).

200 , Last, we consider the collision of two counter-
propagating solitons. They are identical and have

0- all the paramete of the above case. As is charac.
1.07E+014 1.276.014 1.476+014 1.67E"+014 teristic of colliding solitons.e dfter the collisions,

Frequency both main and daughter pulses separate and move
Fig. 3. Red shift of the Fourier spectrum of the main apart without changing their general appearances.
propagting soliton of Fig. 2. However, there are lagging phase shifts due to the

0.020 collision: 12' for the c-irrier in the mrain solitons
- after collision and 31° for the carrier in the daughters. To illus-

0.015 -- no collsion trate this, in Fig. 4 we plot the space dependence of
00 the central part of the rightward-moving daughter

0.010 - for the original uncolided cras and the collided case,
with both curves at exactly 30,000 time steps of the

3 o.oo05 algorithm. Such phase shi,'s, not easily detected
"V .\ by GNLSE, may be a basis for optical switching

0.000/ devices.
0 ! \The approach of this Letter assumes nothing

U-0.005 about the homogeneity or isotropy of the optical
Z0.00 ,medium, the magnitude of its nonlinearity, the na-

-000 , /' 'ture of its as-O variation, and the shape or duration
of the optical pulse. By retaining the optical carrier,

-0.015• the new method solves for fundamental quantities,
I_ the optical electric and magnetic fields in space and

-0-020-~ time, rather than a nonphysical envelope function.-° 150 1605 1760 7T 7630 : Thus it is extendable to full-vector optical fields in
Gnd cetl

Fig, 4. Phase lag of the rightward-movingdaughter soli. two and three dimensions to permit rigorous
ton as a result of collisions with counterpropagating boundary-value problem studies of nonlinear vector.
solito-,,. wave polarization, diffraction, scattering, and inter-

ference effects.
Figure 1 depictt the FD-TD computed propagating

pulse for the liu'.tr !ase [I" - 03 observed at The authors acknowledge the assistance of Rose
n - 2 x 10' 9rad 4 x 10' time steps, correspondng Joseph in this research, including many helpful dis.
to propagation to x - 56 pm and 126 Am. Note cussions, performance of some of the calculations,
pulse broadening, diminishing amplitude, and car. and preparation of the figures. A. Taflove was sup-
rier frequency modulation (>f. on the leading nide ported in part by NASA-Ames University Consor-
and <f,. on the traiing side), which cause an uym- tium Joint Research Interchange grants NCA2 561
metrical shifting of the envWope, a higher-order dis- and 562, Office of Naval Research contract N00014-
persive effect. These qualitative features of the 88-K-0475, and Cray Research, Inc.
effect of anomalou dispersion have been predict'dO
but until now have not been computed by directly References
integrating Maxwell's equations.

In Fig. 2, we set x' - 7 y. 10- (V/m)-2, Which 1. R. X Joseph, S. C. Halrness, and A. Taflove, Opt. Lett.
yields a soliton that retains its amplitude and width. 16, 1412 (1991).
However, a second, low-amplitude soliton is seen to 2. J. D. Jackson, Classical Electrodyna mics, 2nd ed.
wove out and ahead of the main soliton. The carrier (Wiley, New York, 1976).
frequency of this daughter soliton is upshifted to 3. G. P. Agrawal, Nonlinear Fiber Optics (Academic,4.9 101' Hz, approximately 3.6 times that of the New York, 1989)."sot0. FaroimN ly3 .theory htof the appe e 4. K. J. Blow and D. Wood. IEEE J. Quantum Electron.
main soliton. From GNL3E theory, the appearance 2, 2665 (1989).
,if the daughter soliton is predicted because of the 5. T. E. Bell, IEEE Spectrum 27(8), 56 (1990).
assumed higher-order dispersive and nonlinear 6. D. Marcuse, Theory of Dielectric Optical Waveguides,
effects.3  However, GNLSE theory does not easily 2nd ed. (Academic, New York, 1991).

A193



226 IEEE TRANSACTONS ON BIOMEDICAL ENGINEERING. VOL 39. NO 3. MARCH 19Z

Initial Results for Automated Computational
Modeling of Patient-Specific

Electromagnetic Hypertherm-ia
Melinda 1. Piket-May. Student Member, IEEE, Allen Taflove, Fellow, IEEE. Wei-Chung Lin, Member, IEEE.

Daniel S. Katz, Student Member, IEEE. V. Sathiaseelan, Member. IEEE. and B. B. Mittal

Abstract-Developmias in flalte-dilference time-domain (FD- to poor coverage with external microwave applicators. In
TD) computational modeling or Maxwell's equations, super- hyperthermia applications, adequacy of tumor coverage
computer technology, and computed tomography (CT) imagery cnraoal erltdt h xett hc h uo
open the possibility of accurate numerical simulation of elec- cnraoal erltdt h xett hc h uo
tromagnetic (EM) wave Interactions with specific, complex, bi- is enclosed by surfaces of 50% iso-SAR (specific absorp-
o;oglcal tissue structures. One application of this technology is tion rate, the absorbed power density in watts/kg) pro-
In the area of treatment planning for EM hyperthermia. 1111 this duced by the applicators.
paper, we report the first highly automated CT Image segmen- The objective is to heat all tumor tissues of a patient toI tation and Interpolation scheme applied to model patlent-spe.
ci~c EM byperthermia. This novel system bs basted onsphs a uniform desired temperature without overheating sur-
ticaled tools from the artIficia Intelligence, computer viin rounding normal tissues. However. this is difficult be-
:and computer graphics disciplines. It permits CT-based pa- cause current equipment and techniques produce poorly

* tiet-specfic hyperthermia 'models to be constructed without localized nonuniform heating in both tumor and normal
tedious manual contouring on digitizing pads or CRT scees tissues. This is further complicated by the cooling pro-
The system permits In principle near real-tinme assistance In

* hyperthermak Uteaent planning. We apply thtis system to I.. duced by significantly varying blood perfusion rates within
terprelt actual patient CT data. reconstructing a 3-D model of the heated volumes. At present, heating techniques using
the human thigh from a collectio of 29 serwa CT images at 10 electromagnetic (EM) energy are commonly employed in
mm intervals. The., using FD-TD, we obtain 2-1) and 3-D the clinic to produce therapeutic temperatures in tumors
models of EM hypeirherunia of this thigh due to a waveguide [7]. A number of factors influence the SAR patterns from
applicator. We Ind that different results are obtained from the
2-D and 3-D models, and conclude tha full 3-D tissue models commonly used EM applicators. Significant among these
are required for future clinical usage. are; 1) the effect of relative applicator positioning with

1. INRODUTIONrespect to the defined treatment volume; 2) the means of
uch vidnce * I'TROIJC1ONcoupling the energy from the applicator(s) to the patient's

M uc eviencehas emerged from clinical studies that surface; and 3) the complex, patient-specific tisbue ge-
LVhyperthermia, i.e.. heating of tumors to tempera- ometry. It is very difficult to either intuitively visualize or

lures greater than 42*C, has efficacy as an adjuvant to measure these effects, especially for deep tumor treat-
radiation therapy in the treatment of localized superficial ments where the SAR patterns are strongly affected by
malignancies (1I-(5]. However, a recent study by the Ra- internal tissue structures.
diation Therapy Oncology Group has cast a shadow over Clearly, accurate patient-specific computer modeling of
the earlier promising results by showing no significant dif- hypertherrnia treatments to predict SAR distributions
ference between complete response rates obtained with would be very useful for pretreatment evaluation of EM
and without hyperthennia (6). The principal reasn for applicator setups. For example. Sathiaseelan et al. [8)
these poor results seems to be inadequate heating of the used a 2-D numerical EM model to investigate the effect
tumors, especially those larger than 3 cm in diameter due of phase steering with an annular phased array applicztor

Manuscript received JuV 2. !9,)A !' rivvaed Auguyst 1. 1"1.I Thisw r system. The results of this numerical study we~e then used
was supported in pant bý. ,,mercaJ1 Came- Society (Illiinois Divnion) Grant in the clinic to devise phase steering techniques to change
90-52. Natioral Sc',rc'. Foundation Grant ASC-881 1273, Office of Naval the SAR patterns to improve the quality of treatments and
Research Conmtnc NOQtMI4.S8K-0475. and Cray Research. Inc. reduce toxicity [9). Also, patient-specific numerical sim-

M. 1. PIN t-k.4b,. A. Tsafove. W.-C. Lin. and D. S_ Katz are with the uatowulenbepreritetm tsudstc:
Depsrtmcn. .7 2ec~rical Engineering and Computer Science, McCormick uainwudeal aaerctetetsuist
School of Engineering, Northwestemn Univeriity. Evanston. IL 60208. performed quickly and inexpensively so that sensitive and

VSatI'isaeelsn and B. S. Mattal ame with (he Radiation Oncoiogy Cen- insensitive parameters could be identified. Thelse studies
(er. Northwestern Memorial Hospital. 250 East Superior. Room 4. Chi- would also help to evaluate applicator-army systems now

IEEE Log Number 9105589. being developed.
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A key step in realizing a computerized, patient-specific tions using a suitable thermal model. These are two com-
hyperthermia treatment planning involves the develop- plex problems requiring different theoretical bases and dif-
ment of an accurate, efficient means for acquiring detailed ferent tissue property and physiological data. In this
3-D anatomical tissue data for each patient. Regardless of paper, only the patient-specific EM modeling problem is

the power of the EM analysis method, the modeling re- considered.
suits can be no better than the tissue geometry data input.
In principle, the advent of computed tomography (CT) 11. FD-TD MODELING VALIDATIONS FoR APERTURE
has made the acquisition of accurate, patient-specific tis- HYPERTHERMIA SOURCES
sue geometry data feasible. However, processing the in-
formation from the CT data base to generate the core- The important EM issues addressed in this paper are:

sponding 3-D dielectric medium data for the EM model I) FD-TD modeling validations for aperture hyperthermia

can be difficult, especially if automation is desired to sources; and 2) 2-D versus 3-D modeling quantification.

achieve speed. Problems include: I) interpretation of the This section will focus on the first issue, while Section IV

individual CT images to determine tissue and organ types will consider the second. These are key areas to be inves-

and locations in each cross-section cut; and 2) interpola- tigated to ensure that EM modeling provides clinically

tion or connection between adjacent CT images to recon- meaningful answers, and to advance modeling progress in

struct the original 3-D tissue geometry. The first issue is hylerthermia.
very complex, currently requiring the intervention of a
human expert. A. Background of EM Modeling

This paper describes progress made by our interdisci- In the 1970's and edrly 1980's. 3-D predictive models
plinary group in both the EM modeling and CT-image of EM wave absorption by biological tissue structures
interpretation problems. Section II reports the first ana- were based largely on the frequency-d,%main method of
lytical validations for 3-D computational EM models moments (MM) using space-filling cubic [15) ,;nd tetra-
based on the finite-difference time-domain (FD-TD) hedral [16) elements. Yet, because MM leads to sytems
method (10] for aperture-type hyperthermia applicators, of linear equations having dense, full, complex-valued
These validations involve radiated fields from open-ended coefficient .inatrices, the required computer resources pre-
waveguides and horns, with benchmark data provided by vented modeling of arbitrary 3-D structures spanning more
the frequency-domain method of moments (MM). The than a few wavelengths. In fact, the literature indicates
validated FD-TD models of aperture sources are used later that the basic MM treatment of whole-body human tissue
in Section IV for the patient-specific hyperthermia stud- structures culminated in models having in the order of
ies. several hundred space cells, each of multicentimeter scale

Section III describes the first automated CT image pro- [17). This resolution is inadequate to provide the details
cessing system to reconstruct patient-specific, 3-D tissue of internal tissut; structure needed for patient-specific hy-
geometries for EM hyperthermia from serial CT image perthermia treatment planning.
data. This novel system is based on *ophisticated tools Theoretical efforts therefore shifted to alernative for-
from the artificial intelligence, computer vision, and com- mulations of MM which promise a dimensional reduction
puter graphics disciplines [11]-[ 141. It permits CT-based of computer resources. One such formulat'on (181 ex-
patient-specific hyperthermia models to be constructed ploits the convolutional nature of the volume integ,"al
without tedious manual contouring on digitizing pads or equation based on polarization currents to permit use of
CRT screens. The system permits in principle near real- the fast Fourier transform (FFT). Although tsais extends
time assistance in hyperthermia treatment planning. MM modeling to structures having thousands of space

Section IV illustrates the entire process by describing cells, it may provide errors in SAR calculations for EM
automated 2-D and 3-D paient-specific models of EM hy. excitations having transverse electric field components
perthermia of a human thigh due to a waveguide appli- [19]. This would greatly impede the application of FFT/
cator. Here, the thigh tissue geometry oats base is derived MM epproaches to the important 3-D tissue case.
by combining 29 serial CT images of the patient. The FD- An alternative to frequency-domain MM formulations
TD modeling results are shown as contour plots of the was the FD-TD method introduced by Taflove in 1975
penetrating electric field and SAR. We find that different [20], [21 ], based in part on an algorithm published by Yee
results are obtained from the 2-D and 3-D FD-TD models, (.22) in 1966. FD-TD is a direct finite-difference solution
and conclude that full 3-D tissue models are required for of Maxwell's time-dependent curl equations implement-
future clinical usage. ing a marching-in-time procedure which simulates the ac-

For completeness, we note that two distinct physical tual propagating EM waves by sampled tu.:' numerical
modeling problems are involved in the patient-specific analogs. T7here is no need to set up or s )lve a s /stem of
computer simulation of hypenhermia treatments: 1) com- linear equations. Thus. FD-TD compulAtional resources
putation of the absorbed EM power distribution in tissue; are dimensionally low compared to IVM. Furthermore,
and 2) the prediction of resulting temperature distribu- unlike the FFT/MM approaches, whic,. also have dimen-
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sionally low ,:omputer burdens, FD-TD has been shown before drawing conclusions based upon the model (as we
to be robust, providing accurate modeling predictions for will).
a wice variety of EM wave interaction problems in 2-D Consider first the validation studies for the generic mi-

and 3-D [IlJ]. A subset of these includes biological tissue crowave aperture sources. Validation here consists of 0
interactions (191, (21), (231, including detailed (order I- comparing the magnitude and phase of radiated near fields
cm resolution) whole-human-body dosimetry under plane- predicted by FD-TD and MM. and determining the level
wave illumination (241, and detailed partial- or whole- of disagreement. For example. Fig. la depicts the ge-
body hyperthermia modeling (25]-[27]. ometry of a 2-D waveguide-fed horn antenna. excited by

The increasing a-iailability of Crays to the engineering a monopole probe, used for comparison of FD-TD and
EM community has permitted application of FD-TD to MM computed aperture electric field distributions. As S
modei E%' wave interactions with arbitrary 3-D structures seen in Fig. 1(b) and (c), the FD-TD and MM computa-
approxim..,,ly ten times larger in electrical size than MM tions of radiated near fields agree within about I% in
(1000 times larger in volume). At present. the largest and magnitude and about 2* in phase. (This level of agree.
fastest reported 3-D FD-TD model is the jet engine inlet ment has been found consistently for a variety of 2-D ap-
modeled by Kat and Taflove (28) for radar cross section. erture sources.) This implies that :he FD-TD predictions
This model, implemented on the Cray Y-MP/8. spans 30 are, for engineering purposes. just as useful as those of •
X, in 3-D, has a uniform 0. 1 - Xo resolution, and solves MM.
for 23-million uiknown vector field components. The Two analytical validation studies are considred for the
Cray Y-MP/8 running time is only 3 min, 40 s per illu- 3-D FD-TD aperture source model. The first validation
mination angle (18OU time steps--100 cycles of the inci- involves a simpie rectangular waveguide radiating in free
dent wave-to the sinusoidal steady state). space. The waveguide is assumed to have a 2,\,,/3 x X,/3

In the area of EM wave interactions with biological tis- cross section. and a 2X, length. A sinusoidally excited 0
sue structures, the literature also indicates work in finite- line source is assumed to be located X./3 from the closed
element modeling [29], [30). The goals of this work in- end, centered in the waveguide. and extending from the
volve nearly conformal modeling of tissue structures using top to the bottom of the guide. The FD-TD computations
well-characterized finite-element geometry generation for radiated far-fields are compared to those obtained using

software. (FD-TD theory is also progressing in this area a standard electric field integral equation. triangular sur-
with the advent of accurate, fully conformal surface face patching MM code with three different meshings.
models based upon local Faraday's Law and Ampere's with results shown in Fig. 2. It is seen that the FD-TD
Law contour paths [31).) However, detailed studies (19). predicted far-fields are "bracketed" by the various MM
[231 have shown that simple FD-TD surface staircasirg results, indicating a substantial code-to-code validation.
of cylindrical and spherical tissue structures is sufficient The second 3-D validation study compares FD-TD re-
to permit calculation of the penetrating internal fields with suits to a recently published integral equation solution [32)
a high degree of accuracy compared to the exact solu- for an infinitely long rectangular waveguide heating a
tions. It is observed that FD-TD calculated fields pene- planar layered tissue medium. The waveguide of [32] is
trating a lossy dieectric structure show little sensitivity water-ioaded (t., - 81eo). has a 5.6 x 2.8 cm cross-sec-
to the nature of the surface approximation of the structure. tion, and is .xcited at 432 MHz. The tissue medium is
This observation permits effective use of simple staircas- comprised ot a 0.5-cm skin layer (e, - (42 - j25)e0 ). a
ing FD-TD models for computing penetrating fields in tis- 1.0-cm fat layer (e1 - (5 - j 10) eo). and a muscle half-
sue structures. These sacrifice little accuracy and have space (t, - (42 - j2S)to). For the FD-TD model, the
small computer burdens compared to the finite-element waveguide is assumed to have finite length, 19.3 cm
approaches. (2.5X.), with a line source located 1.9 cm (0.25X,) from

the closed end. To'mmintain a reasonable FD-TD grid size.
B. FD-TD Validation Studies the infinite extent of the tissue structure is approximated

At present, there exists only a limited set of validations by extending it only one-half skin depth in all directions
of FD-TD models for clinically used hyperthermia appli- from the waveguide. Overall, using a uniform 1.0-mm
cators [251-(27). In this section, this paper provides the space resolution, the FD-TD grid size is 280 x 134 x
first analytical validations of FD-TD for generic aperture 106 cubic cells (23.9-million vector field components).
,',,rces: open-ended waveguides and horns, including de- Fig. 3 compares the FD-TD and integral equation re-

tails of the waveguide probe excitation. Benchmark data suits for penetrating electric field contours at the skin-fat
are obtained from detailed frequency-domain integral interface 0.5 cm into the layered tissue structure. Because
equation ,i.d MM numerical results. These validation of symmetry in the x and y direction, only a single quad-
studies are -elevant in that the patient-specific, FD-TD rant of the electric field distribution is shown for each z
hyperthermia models to be discussed in Section IV em- - constant plane. The agreement is quite good consid-
ploy similar 2-D and 3-D aperture sources; and it is clearly ering the truncated (noninfinite) tissue layers used in the
desirable to have confidence in the numerical EM model FD-TD modeling.
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fi~l.Fig. 3. Compenwtn of PD-TO and integral equation resulu (32) for pen-
etra1tingl electric field contours in a 3-layer tissue model due to a waveguide

049 applicator. Location of map: 0.5 cm Jntw the tissue (at the skinlfat inter-
.I'm f4W a ace); only on. quadrant of the map is shown because of symmetry.

(b)
111. AUTOMATeD CT IMAG)E ANALYSIS AND

El data for 20.57 deyee nmf RECONsTRucTioN

j A. Background
To reconstruct the 3-D tissue structure from serial CT

cross-setional image data. an image analysis system must
-~ perform two basic functions: 1) image segmentation/cot.

respondence establishment; and 2) interpolation. ImageI stegmentation is the process of dividing a CT image into
-0-00regions that correspond to physical objects or parts (331-

(361. After the meaningful entities in each slice have been
j-w4m identified (and their contours extracted), the next step is

to establish the correspondence among them. By doing
so, the information about the start contour in one slice and

- the corresponding goal contour(s) in adjacent slices can
"(c)t*Wwo f w be obtained. There is no existing system that cars perform

Pi. .- wvewe~edhonanena(c) Goer.(eeti il fully automated medical image segmentation and corre-
magnitude distribution at apenurs. (c) electric field phase distribution at spondence establishment in a practical problem domain.
spenuff. Interpolation 1111, 1341, (371-1391 ideally permits the re-
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construction of the original tissue stnacture by filling the
empty space beweni contours in adjacent CT slices de- p2w(.)cU AG
rived by the segmentaltion process.

Much progress has been made during the past decade
in addressing a similar problem in radiation treatment .
planning. Sophisticated computerized 3-D treatment plan- 0 0 -- - -0--o- -- ----0 0

0 00 0 0 0
ning systems based on CT and magnetic resonance im- 10 0 0 ^ 0 a 'o
aging systems have been developed [401-(441. All of these a,- 0 0' (-oc
systems use a combination of automatic and manual con- 0 0 0 0
touring methods to delineate tissue regions. i.e., segment 6 * o - - - - - o--- - -0o

0 0 0------0-----
images, in each CT slice. Edge-detection techniques have 0 0 0 0 0 0 0
been used successfully to delineate structures that have 10 0 0 '.0 a 0

significantly different Hounsfield numbers from those of or 0 0 0` o
00a0 0 0

adjacent tissues (44], [451. A threshold CT value is se- 0 0--- 0- -O-i-09
lected and then the computer automatically traces a con-
tour which separaites points above and below the thresh-
old. aoo-------0 0 0-

However, for the spinal cord, brain stem, kidney, live,-. 0 0 d0 o 0 0

stomach, heant, and other tissue structures embeddrm in _ I
fat or muscle tissue, the task is not straightforwaird. 0 e 0 0 0
Hounsfield CT numbers of these organs are sufficiently 0 0 0 - - - -- - - ;0 00

0 O -- 00
close to thoseof thesurrounding Cis: ;:tomake edge-de- 0a 0 00

tection algorithms useless, necessitm..,g the use of aman- o 0 0 - o 0 -o..

ual system. Here, the structures are outlined by skilled 0 41 0 0

personnel having specific knowledge about the location of 0 0 Q.- - - - - ~-- --- 0
these organls, their shape, and their progression through
the scanned volume as one moves from slice to slice
through the CT data. Outlining is accomplished using a
traick-bail device or digitized pen system that controls the
cursor on the computer screen.

Despite the development of graphical akids, manual gen-
eration of contours to delineate tissue structures can be
tedious and labor-Intensive, requiring many manhours to
prepare the data for tretment planning. New approaches
to define low-contrast tissues automatically or interac-
tively have to be developed. This is ictive area of re-
search, and recently a technique t-. outlnisng regions
where obect CT values overla has beet ~ofted [461.(b
However, to more fully automate this process, it will be(b
necessary to use knowledge-'3ased and other symbolic
measoning2 software tools.

*n --dge-based (expert) systems are an attempt to
represent the kniowledge, experrience, and insight of the
.expert" itt a computer-baseid environment. These soft-

ware tools have opened now paths for the use of com-
puters in radiation oacology and diagnostic radiology (47).
For example, Plzer irt al. (481 have recently developed a
hierairchical figure-based shape description system with
promising applications in defining low-contrast objects.()
Extension of these techniques to the needs of hypeirther- Fla. 4. Example of usage of constraint satisfaction neural network tech-
mis treaunent planning offers the potential for new tools nique (fo autommda~ sgntentalion of CT images: (a) Topology or the neural
for furtior localization and extraction of anatomical fea- network, (b) CT image of pelvic cross Mction. (c) segmented image (141.

tures.

B. ur pprachmodel patient-spcific EM hypeftherrnia. The method is
5. Ou Appoachbased on the following:

In this paper, we report the first highly automated CT 1) Image Segmentation Using a Neural Network
image segmentation and interpolation scheme applied to Approach: We report a constraint satisfaction neural
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2-D cut splits into several contours in adjacent cuts. or
where several contours merge into one contour. DESI is
simple and has the advantage that pairwise interpolation
can be performed simultaneously with a parallel architec-
ture. Fig. 5(a) and (b) show examples of the use of DESI
to reconstruct canonical branched 3-D objects from serial
cross-sectional contours [I I.

S~ IV. APPLICATION TO PATIENT-SPECIFIC EM
HYPERTHERMIA

(a) We have applied the above techniques for the first time
to interpret actual patient CT data for modeling EM hy-
perthermia. Specifically, we reconstructed a 3-D model

- of the human thigh from a collection of 29 serial CT im-
ages at 10 mm intervals. Two typical slices are shown inFig. 6. Each slice consists of four different tissue struc-tures: fatt muscle, bone. and bone marrow. In the recon-
struction process, we assumed that we had the following

prior knowledge:

1) Image content-each image contains a left and a
right thigh.

2) Tissues types and spatial relationships--there are
(b) four types of tissues in each image, and if we draw

Fig. 5. Examples of usage of dynamic elastic surface interpolation tech- a line from outside the whole region to its centroid,nique for automated reconstructon of canonical )-D briached objects from the order of regions encountered is always fat, mus-
serial cross.sectioAll contours: (a) two branches. (b) three branches [I II. cle, bone, and then bone marrow.

network' (CSNN) technique which enables, in principle. 3) Average intensity levels of the regions of differentnetworktic CseNgmehntatique whchenablesmincple, itissue types-used in thresholding operation.
automatic segmentation of complex images [n4]. In 4) Expected boundary between fat and muscle-shouldCSNN, each neuron corresponds to a pixel in an nt x n be smooth and closed, even though the muscle re-
image. Suppose that each pixel is to be assigned one of m gion may actually consist of many disconnected re-
labels. Then, the CSNN consists of n X n X m neurons.
and can be conceived as a 3-D array. The topology of the gions or may have bay-like (or crack-like) areas.
CSNN is shown in Fig. 4(a). The CSNN has been devel- The four regions of interest corresponding to the four
oped for image segmentation as the first step toward au- tissue types of the left thigh were obtained by the follow-
tomated object reconstruction. Fig. 4(b) and (c) show an ing semiautomatic procedure. First, the touching points
example of the use of the CSNN technique to automati- of the two thighs were detected by locating the points withcally segment a CT image of a pelvic cross section [141 the maximum curvatures. Then, a line was drawn be-
with results comparable to conventional techniques. tween the two points to separate the left thigh from the

2) Interpolation: We also report the development of a right thigh. The right thigh was blackened out and a 128
dynamic elastic surface interpolation (DESI) scheme I II]- x 128 image [shown in Fig. 7(a)] containing only the left
113). The central idea of DESa is to idemnfy the geometric thigh was extracted. After manually analyzing this image
difference between the start and the goal contours, and to select three threshold values (see point 3), the pixels in
derive force vectors that can be applied to the start con- the image were classified into groups by a thresholding
tour to distort it to match the goal contour. The algorithm operation. Fig. 7(b) shows the result of performing this
provides a mechanism to generate iteratively a series of operation on the image in Fig. 7 (a). The boundaries be-
intermediate contours for filling the gaps between the start tween these regions were then obtained by automatic con-
and goal contours. A 3-D object is reconstructed by stack- tour tracing methods [50). Some heuristics were alsoing up the start, intermediate, and goal contours. The ma- applied 2 to obtain a closed and smooth boundary between
jor advantage of this method is its superior capability in fat and muscle (see point 4). After all the boundaries were
handling the branching situation where a contour in one detected, the four regions were labeled with distinct in-

'A neural network is composed of many interconnected processing ele- tegers. Fig. 8 shows the results of Fig. 7 after boundary
ments that operaet in parallel, and a weighted matix of interconnect ions 21n our eXperimerts. in an attempt to automate the boundary detection pro-that allows the network to -learn,- -nd "remember'* 1491. Arlificial neural cess. we also applied sone well.recoinized "signal.based. image seg.networks are being used for a "asrily of Applications including image and ,nentation algorithms such as split-and-me:ge 15 11 to this set of images.signal processing and patiern recognition. The parallel natlue of a neural Although the algorithm had some success on some slices, it is not powerfulnetwork permits, in principle, rapid concurrent processing of complex ir. enough to handle all the slices in our data set with a uniform set of param.
ale dait. eters.
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Fix. S. Results of Fill. 7(b) after tissue boundary detection and ragion la-
beling.

I
Fig. 6. Two typical CT images (slices) or the thighs of a patient.

Fig. v. Recoensructd 3-D thigh model (29 segmented CT images plus 28
intermediate slices gieneted using dynamic elastic surface interpolation).

A. 2-D Study

(W) It was desired first to implement the prototype auto-

mated EM hyperthermia analysis system in 2-D. Using
the CT-scan data of a human thigh, the tissue structure
(fat, muscle, bone. and bone marrow) was automatically
deduced as described above. A prototype automatic inter-
face was constructed to take the data output of the CT
analysis system and feed it into a Compaq 386/25/Weitek 41
lab computer used for the 2-D FD-TD EM model. The
model simulated a monopole-excited 2-D waveguide ap-
erture source operating at 915 MHz as the hyperthermia
applicator for the thigh with and without a 1/4-wave-
length slab used for impedance matching. (Previous stud-
ies discussed in Section il had validated the FD-TD model
of the monopole-excited waveguide source.)

(b) Fig. 10 depicts the 2-D geometry of the thigh and the
Fig. 7. Resuls of automated thresholding and pixel classiflcation for the 10 X 33.5 cm parallel-plate waveguide hyperthermia
"patient's left thigh or Fig 6: (a) extraction of t heleft thigh. Ib) results of source operated at 915 MHz. A 150 x 300 cell FD-TD
processing, grid having a uniform resolution of 1.602 mm, the exact

resolution of the CT data. was used for the model. The
detection and region labeling. The DES! method was then waveguide was assumed filled with a dielectric having e,
applied to each consecutive pair of slices for generating - 6.0 (except for a possible matching section having e,
intermediate slices. After the pairwise interpolation. 28 - 16.0), and excited in the TE, mode by a line source
intermediate slices were generated. Fig. 9 shows the re- centered within the guide 6.7 cm from the closed end.
suit of stacking up the 57 slices. This provided an incident electric field parallel to the
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(a)

win idethometr. of dat ce werd e ot el timoee n,
thigh. Fig. 11(a) and (b) graph cr wtui iect oi the Sin -
distribution within the thigh for hitw- a.. intched and
matched cases. respectively, no'rnaaa -* tv IrfQ W /m
incident power. All data were obtair.;4 A~le' time %sepping -

eleven periods of the incident wave a, 91.5 Wliz (2 h fumn 4

* time on the Compaq). The figures clearly depict the
matching action of the waveguide dielectric insert in en -
hancing EM heating within the thigh, and show an intense
hot spot at the fat-muscle interface.

B. 3-D Study' -

Using the automated CT image analysis syciem to pro- .4. .

cess 29 serial, patient-specific CT scans for t•,e human 411111) ( ,., / ML.)
thigh, we constructed a 3-D dielectric media dta base (b)
which was automatically interfaced to a Cray-2 'or the Fig 11. FPD.TD compultk SAR distribution in the 2-D thigh model of Fill.

FD-TD model. (See Fig. 9 for the final 3-D thigh model.) 0., norwwirm to i00oo /m incident power: (a) with nodielectric match-

The FD-TD grid resolution used here was 5 mm (XI/27). ^.Aw.tint, %b) %, rh di-' scn matching section.

* This resolution was chosen because it is ;he vertical dis- convergence to the sinusoidal steady state for this case.
tance between the interpolated CT layers. For the dielec- During this time, a numerical wave can undergo one com-
tric-loaded, TEo mode waveguide hyperthermia appli- plete front-back-front traverse of the grid, taking into ac-
cator (dimensions 10 x 10 X 33.5 cm). the same metal count the velocity-slowing effect of the high-permittivity
and dielectric parameters as in the previous 2-D wave- tissue media.) This required 10 minutes of single-proces-
guide model were used, as well as the same excitation sor Cray-2 time per 3-D run. The previous 2-D model was

* frequency. A line source, assumed to be centered in the also reworked in the same coarser resolution (5 mm) grid
guide 6.7 cm from the closed end, generated an incident so that the 2-D and 3-D results could be directly com-
electnc field parallel to the thigh. pared. Fig. 12(a) shows the FD-TD computed SAR con-

With the thigh in place, the FD-TD code solved for 2.4 tour pattern penetrating into the 3-D model along a central
million EM field components per time step. All data were horizontal cut, while Fig. 12(b) shows the corresponding
obtained after time-stepping eleven periods of the incident FD-TD SAR contour pattern for the 2-D model.

* wave at 915 MHz. (Eleven periods permits reasonable We observe some interesting results which emphasize
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to 1000 V/rn tncdent waveguide field).

cut of thec- thigh geometry is shown in Fig. 13. Note
the ecod crvaureof the electric field contours in the

third dimension. z. There is now a double curvature o' the
penetraiting elecric field, a sort of "bubble. " This appar-

. it:E ently bends the electric fields deeper into the thigh struc-
o~ c: ume and sets up deeper heating.

~ - V. CONCLUSION

This paper described progress by our group in auto-

pertermi. W reprtedthefirst analytical validations of

&34cators. We also reported the first hihypautoemiate aCTi
mesa image segmentation and interpolation scheme applied to

17.5 cm model patient-specific EM hyperthermta. We applied this
(b) technique to interpret actual patient CT data, reconstruct-

Fill. 12. PD-TO computed SAR distribution in die patient-specific thigh ing a 3-D model of the human thigh from a collection of
model. normalized to 1000 V/rn incident waveguide field. (a) 3-D model. 29 serial CT images at 10 mm intervals. Using FD-TD.*

(b) .0 mdel.we obtained 2-D and 3-D models of EM hyperthermia of
this thigh due to a waveguide applicator. We found that

the need for 3-D EM modeling. With the game normalized different results are obtained from the 2-D and 3-D
incident electric fiold, ideeper penetration is seen in the 3- models, and concluded that full 3-D tissue models are re-
D case. Note that the maximum SAR in the 3-D graph is quired for future clinical usage.
85 W/kg, whereas the maximum SAR in the 2-D graph
is only 34 W/kg. If one compares the position of dhe 16 RePEstatCsS
W/kg contour line in the 3-D and the 2-D graphs, the IIGAanei .Orjd D0.ozlz.ndPN.Siasv.diffelrence in penetration is clear. This contour almost *'Hyperthermis trials." lnt. J, Radiation Oxwil. Bilo. APhyici. Vol.
penetrattes the bone in the 3-D SAR graph, but is close to 14. suppl. 1. pp. S93-S109. 1951
the fat-muscle interface in the 2-D SAR graph. This is 121 It. Valdagni. F. Litu. and D. S. Kapp. -Important prognostic factorsof he irs coparson ofdetile copu. influencing outcome of combined radiation and hyperlherma."- int.perhaps one othfiscoprsnofdtiecmu- J. Radiation Oncol. 51o1. Ph:,,.. vol. 15. pp. 939-972. 1958.tational modeling for EM absorption in 3-D versus 2-D. 131 J. L. Meyer. "The clinical amcecy of localized hyperthermia." Can-

To help explain the possibly counter-intuitive result that cer Nei . vol. 4". pp, 4745S.475 IS. 1984.
the 3-D model exhibits deeper penetration fthn the 2-D 141 J. Ovsrgaanl. '-The current and potential rold of hyperthermea in ra-

diotherapy."* /in. J. Radiation Oncoi. Bilo. Ph:,,.. vol, 16. pp. 533-model, the electric field distribution through a vertical (z) 549. 1919,
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Finite-Difference Time-Domain
Modeling of Curved Surfaces

Thomas G. Jurgens, Member, IEEE, Allen Taflove, Fellow, IEEE
Korada Urashankar, Senior Member, IEEE, and

Thomas G. Moore, Member, IEEE

A4bs'Wt-la this 0 pae Ilk £alte-diffeace t-dooaaIs deformed to conform with the surface locus. Siig.hly modi-(0DT) method Is Ipeenafld to Ided@ tM ccmrt modelin fled time stepping expressions for the field components adja-of weed~ surfaces. This Ipunsual•do, th contour path (C?)mevod, sccurae1y modehs tge Ineraation Me bostdoie with (Cue cent to the surface are obtained by applying either a modified
msufa, yet retain tbe ablity to model Comen mad oft". CP finite volume technique (2] or the CP technique.
modlalg of two.4lo •-sloa dectromag.aU wave satering 2) Globally distorted grid models, body fitted. These
from objects of various sh•as and composthnes is presenzed. employ available numerical mesh generation schemes to con-

struct non-Cartesian grids which are continuously and glob-
ally stretched to conform with smoothly shaped structures. In

I. INrhoDuVnoI( effect, the Cartesian grid is mapped to a numerically gener-
Asignicant flaw in previous finite-differeace time- ated coordinate system wherein the structure surface contour

XIUomain (FDTD) models of structures with smooth occupies a locus of constant equivalent "radius." Time-
curved surfaces has been to use stpe edge (aircase) stepping expressions ate adapted either from the Cartesian
apoximations of the actual structure sturace. Although not FDTD case [3] or from a chiw•eristics based method used
a serious problem for modeling wave penetration and scatter- in computational fluid dynamics (4).
ing for low-Q metal caviti, recet FDTD studies have 3) Globally distorted grid models, unstructured. These
shown that stepped approximatious of curved walls and aper- employ avAilable numerical mesh generanun schemes to con-
tire surfaces can shift center bequencies of resonant re- smuct non-Cartesian grids comprised of an unstuctured army
spouses by 1 to 2% for Q factors of 30 to 80, and can of space filling cells. Structure surface features zre appropri-
possibly introduce spurious nwlk. [I]. hi the aret of scattering ately fit into the unstructuid grid, with local grid resolution
by complex shapes, the use of stepped surfwe approxima- and cell shape selested to provide the desired geometric
lions has liaked the application of FDrTD for the modeling of modeling aspects. An example of this class is the control
the important trget class where surface roughness, exact retion approach discuscd il (5).
curvature, and dielectric or permeable loading is important in Research is ongoing for each of these types of conformable
determining the radar cross section. This paper reports on a surface modets. Key questius concerning the usefulness of
generalization of the FDTD method, the contour path (CP) eawh model include the following:
method, where grid celli local to structure surfaces are
deformed. I) computer tesourcw involvft in mesh generation;

Recently, three different types of FTI)T conformable sur- 2) severity of numerical artifactu istroduced by grid disor-
face models have been propol and examined (r scattering tion, whi-:h inludes numerical instability, dispersion,
problems. and nonphysical wave reflecit,n, aad subtraction ,.,ise;

1) Locally dlstorted grid models. These preserve tWe 3) limitation of the twaw-field computationtl range due to
basic Cartesian grid aamgemnt of deld components at all suotxaction noise;
space cells except dho i medIaely adjcent to the struture 4) comparative compute resourc.s for running realistic
surface. Space cells a•li ms to the sucture surface arm nriDSg models, espcialy for ditee-dirrensional tar-

gets sparaing .Iugts or more.Mamascip reived O:a 20. I190; rswti Sepinslbr 30, 1991. 1he
work of A. Tafave wu sfforud is pen by NimaI Sclw Poundtoe
Gram AS-U11273. dhs Odke of Naval Rasere under Ceui HN00014- 11. Ravmw OF THs FDTD METHOD

-K047S. amd Geweu Dy s P.O. 4059%5.
T. 0. Jurges is widh the Fermi Nadunal L~ sm, Mai In this section the analytical basis of the FiTD method

Sew MS.Bataa, IL 60SI0 will be briefly describeW. first, since the CP method is aA. Talov. u wah the Deputat of Eilcurl Eagoe" mad Come- generalization of it. lt~iled desci'p ions of the FD-Ii
EueSame, McComk ScLool o2 E ,.rl..!olwm Uaavenuy. method can be found elsewhere [6 1-[10J.

K. Umahomkr is with f Departmenm of Elecujca FA ,rogd The traditional FDTD algorithm is direct solution ofCompuTr Scie ,•u •iai A, of 0 n11304, C Ofie4 o, n 6080. Maxwell's time deptndent curl equations, wt.ich are shown
T . Moore is at 02e M. Isiw of XcbnoloV Linoln in Table [(a). The algorithm applies a sec:ond-order accurateLaoaa• . Bmaoa. MA 02373. krt~
MEE Log Number 91C I57. finite difference. approximation to the ipa-e ano time deriva.

0o16-926Y/92303.00 Z 1992 !.EE
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TABLE I
(a) M•.xwaLLS' CviUL EQVUA"ONS WN CARruiAN COORDINATES

8H, I(LEE, 'E, 

(1
LH, I E. I8 . ,,'H,) (,)

am._, I LE. , 'H, (3)

8 E, iH-. !I _H -olec'c V¢l (4)
of .7 p/t ay e~ at fml•O ed /

8 I -- auH/
at N a •x
M, I ( L - ) (6)

BE l , I) - H(1 x.iy ~.n1 t (5)

81 7a. ay*X~

--- .+ 4) (6) )

EE, Cammim compocem of deuical field, v/ /
*~H H,,NH,, Canuuu compiofens of rnapeac field. v /m

f elecuic pesmiflviry, F/rn
e electric conductivity, S/rn
p ai neic peimeabin~y.H/rn

,0 oquhvalen agpebc !on. a0/mn________

(b) CunvAz. Dipvmmcp Amon&RnOUIN TO SPACEu Aim Tuim PASTLAL DDvwA1Ivu

(i.j. k) - (JA x, jAy. kA z) (7)
F'I(I, k) - F(J x. JAy, kU z nAt) ()•

W (1, J.k) - ( + (;(.k) - F( I .j ) - k).t )(

41X A x
JF'(I. J.k) P- I(I, J, k) _F- pI-(.1. k)

I ,- (1 1)

(o & cubic Sm l.ni. . A-w (y-a.8 + +

TABLE 13
EXAmPLE op Foars-DwYUmcs EQUATIONS DUVWi PROM MAXWOU.L EQUATIONS

H:('(i. + 4- 1/2, k + I/2) -n H-'('j + 1/2, k + 1/2) +

+ [ + 1)I- E;(ij+. k))

+ 2 , .J.kk+ + / .k +. k +1/2)

•r -•-•~(i ; (. + 1 .12) A t )-H ( - .. + )
* E~'1 (I.J~k+ 1/2) - ~2f(l, J. k+ 1/2) E(..kI2+

k++1/) 1/ (I j,k.+ 1k+1/2 +
(..(I.J.k4•÷ i )/1) 2•(, .k+ _/2).

+ 1+Ati J + 1/2)k 2#)1 - ;(- J, k+ 1/))

________k_+1/2 Ax (

* ~AyJ
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tires of each cartesan field component. These central differ- m. ANA.&zncA. BAsis oF Ma CoNTouk PATH ME•MOD
ence approximation$ me displayed in Table l(b). A. Introduction

The above equations combined with the constitutive rela-
tion result in a set of difference equations, examples of The CP algorithm is based on Ampere's and Fanday's
which are given in Table U. The constinaive relations are: laws, shown below:

r i(13) j~iJJ(cs tS+fJjfs
(16)

(14)fid . ... Jj dS() *
, -u (is) where . J and , denote theelectric field, elec.

tic flux density, magnetic field, magnetic flux density, con.where •. u. and a are the permittivity, permeability, and duction current and source current, respectively, and the C
coductivity. respectively. All quantities on the right-hand side contours enclose the S surfaces. The contours of Ampere's
of each difference equation are known from com,-utations and Faraday's laws intenect each other's enclosed surface it .
performed at previous time steps. This results in a fully much the same way as the links in a chain intersect. Fig. l(a)
explicit system of difference equations whereby chronological illustrates this relationship, where the coordinates (u, u. w)
values of the electric and magnetic field components at each are any cyclical permutation of x, y, and z. Implementing
location are obtained in a temporal leapfrog manner. Spa- (16), the value of the E. field component at time step n is
tially, the computations are dependent on nearby field compo- calculated from the two H. arid the two H. field cr¢mpo-
nenms, which enhances the method's ability to be computed aents at tme step n - 1/2 and the value of the E. %ompo-
on parallel architecture machines• Il]. Fig. 1(b) illustrates nent at time step n - I. Then implementing (17), the value
the resulting spatial relationship between the field of ff. at tim step n + 1/2 is calculated from the twu E.
components. and E, components at time step n and the value of H,, atNow that the stucture of an idividual FDTD cell has tme step n - 1/2. In this leap frog manner the CP algorithm
been described, the structur of the complete FDTD lattice progrees with its calculations. For contours not near a
will be discussed. The lattice is partiioned into two volumes, media interface, the contour shape is rectangular and the CP *
a total field region :.-d a scattered field region, as illustrated difference equations identical to the traditional FDTD
in Fig. l(c). Iund,. the total field region both incident and difference equations. For example, this is a CP Faraday
scattered waves ex, t. This region also encompasses the difference equation not nar a media interface:
entire scattering body. N9 boundary con•ton needs to be
applied at the body's surface, the medium changes implicitly HN".(I, I + 1/2. k + 1/2)
with the cell to cell change of material characteriscs -H,-(i,J+ 1/2, k+ 1/2)
(a, e, ,). The overwhelming majority of latice cells are in
the total field region, a percentage that increases with the +
lattice size. The scatered field region wrohnds the total field As(i, J + 1/2, k + 1/2)region. ThIe scared field region is neamy in order to [ 1
utilize an accurate radiaton boundary condition introduced xby Mur (12). The basis of this radiation condiion is a [+,E(,k+ )- 2Et(i.+1,k+ 1 )J"
two-term Taylor sries approximation of a one-way wave
equation 113). The existence of a scattered field region also
permits the implementton oft ne-ar to fau-feld transforma- In this equation, A a A.,z, A , , I - 3 a Z and 12 = 1•=
tion (14], based upon thelzxnagnetic field equivalence A y. Thus, this equation is identical to the FDTM equation
pnnciple (15). (11). Consequently, the CP method need only be applied to

At t•s point it is worthwhile to remark that some FDTD cells near a material interface, with the traditional FDTD 0
codes do not divide their lattices into total and scattered field method applied to the remaining cells. The total field-scattered
regions explicitly. In these codes, only scattered fields exist field lattice partition, the near- to far-field lattice truncation
external to an object, while total fields are in the interior. The and the absorbing boundary condition are unaffected by thisincident field is introduced by applying an appropriate bound. inclusion of CP cells in the traditional FDTD grid.
ary condition on an object's surface. For example, a perfectly Both the CP and the trditional FDTD methods have the
conducting body would have the condition E.. - -E,_ same capabilities regarding time stepping and waveform 0applied to E-field components ta:. jent to the body's surface. modeling. The results presented here are obtained by lwumi-
This methodology becomes quite cumbersome for materially nating the objects with a step sinusoid and waiting for thecomplex heterogeneous objects. in addition, them codes suf- fields to reach steady state. Subtraction noise problems have
fer from accuracy problems in modeling the interior of never been observed with the traditional FDTD methodology
shielded cavities and shadow regions [16], (17]. and do not occur with the CP method either.
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Fig. 2. CP TE ffacdoioM for perftciy conducting urfdes. (a) NormalE app'oaxiadoe. (b). (c) Naes" fwibbor approximmado.

*I The second way, the nearest neighbor approximation sbown
omu blMAM ON in Figs. 2(b) and 2(c), uses the near field component that is

s,,,,,,4 -. T,, now seems" colinear with the Faraday contour segment, of the same type
(0) (E, E, etc.) and on the same side of the media interface as

Fig. 1. (a) The CP Amiae and Faraday conour rdue.damb (b) A uma the Faraday segment. After applying Faraday's law for the
ceU of i heDTD T atca. (c) The FDTD 1u• uuaftt. three illustradve contours of Figs. 2(b) and 2(c), the follow-

B. Perfectly Conducting Objects, TE Illumination ing special FDTD time stepping relations are obtained for the
H, components immediately adjacent to the object surface, as

In this section the CP modeling of the TE illumination of listed below.
perfectly conducting objects is discussed. First, the normally Standard Subcell - Fig. 2(b):
rectangular Faraday contours surrounding each H compo-
nent near the object are deformed so as to conform to its H,+i(i + 1/2,J +1/2)
surface. Each H component is asumed to represent the
average value of the magnetic field within the patch bounded - C.Hzi(i + 1/2,/ + 1/2)
by the distorted contour. The electric field, E,, on the
distorted contour at the object surface is zero. Along the +D. E;(ij+ ) - E;( + , j + g

remaining straight portions of the contour, the electric field
components are assumed to have no variation along their
respective contour segments. Where possible these electric where
field components are calculated using rectangular Ampere
contours from adjacent H components. The Ampere con- (oA Z,) A .+)Z,
tours are not deformed. Also, calcukai of Ampere con- C (20)
tours which cross the media boundary are not used, necessi-

tating that the E-fie.ld along the corresponding Faraday cot- (A sZ)
tour segments, if needed, are computed in some other way. D - 1/ - (21)
These Faraday 2cgmnnts which intersect the object's surface.
but are not tangent to it, have their E-4leld computed in one Standard Stretched Cell - Fig. 2(c), component H4,:
of two ways.

In the first way, the nortWs E aproximetion shown in Hf'I(I + l/2, J + 1/2)
Fig, 2(a), the projection onto the Faraday contour segnent,
of the E-field value at the intersection of the segment and the - C, ' Hg,(I + 1/2. J + 1/2)
surface, is used. The E-field at this intersection point (E,) is
normal to dhe objft's surface, E, is calculated by setting up +D" [Ej.(i, + *) f,
an auxiliary Ampere's law contoum computation along the
surface. The H-field values needed for the auxdlry computa- E(l + 1. j + ) S,
tion are interpolated from H-field components n-Ar the . .. .. (
surface. +E-".(I + J + !) -a (22)
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where

00AI i It A1  $I ZE)
2 11 at 2 1

Non-standard Subcel - Fie. 2(c). component H,,,:+++

(4 + H1/2. + 1/2) 1 /)+D

C2- H -I +1 2Z, (26 1/2 + D2

- + 4-i).(25) FuEoutu

whesrbe --ditored-----r-m-

2) intercept points of the object surface contour with grd o~ bM

lines; c apnnt at this location and then adding thei prjecdons
3)the subtended arc lengh, s, of the object surface; in th agndrcin

4) knowledge of whether E co poneatsalong the contour For this study, consider only the case of Z, = 0 (perfet-Jy *
)vareialionlofbte usurfahe imedane. Yee woithn poarnd conducting object). Tlis eliminates the need to cal'~ula a5) aritio ofth sufac imedace Z, wih psiton local surface azimuthal -pagei &iLd via interpolw~on and

along the object surface contour. vectorial addition. Then, applying Faraday's law U,' the con-
The distorted contour and field approxlm'rton information. tours of Fig. 3,
obtained froara suitable geaieiry generation preprocessor, H:*+ 1(l, J+ 1/2) .H- f l, I ,j + 1/2)
allows the CP code to the process the conformably am-Aeled 6:
object surfac contour as easily and quickly as the FDM --- E "(, 1IJ+ 1) (28)
code, but with substantially bette accuracy, AS will be Ho
demonstrated shortly, However, the choice of doe nearest HY I( 1/2,1J) - H;,-I(/+ 1/2, J)
neighbor or normal E approximations provide equal levels of +-at i~) (9
accuracy. For completeness, we nose that no magntic or +;h s 1 )(9

electric field componenu in the FMT space lattice, other where it is noted that the E. component at the object surface *
than the H, compoNets WMm ~dlaeY adjace11 to the Object is zero. Here, only the inercept point of the obcet. surface
surface, require modhkd dim stepping relatoions. contour with the gird lines ned to be known. Thxis is

C. Perfectly Condudbi# Objects TM mtumination substantially lens geometry data needed than for the TE
illumination case discussed earlier. The Faraday segments

In the modeling of the TM Ilumination of perfectly con. which Lie along the object's surface ane asigned an E-field
ducting objects, the Faraday contours surrounding each H value Of zero, since the tangential electric field at a perfect*
component located near the object are deformed so as to conductor's surface is zero.
conformto its surface, asillustratedin Fit. 3.The Ampere
contours are not deformed and calculations of Ampere con- D. Dielectric ObI&'us
tours which cross the media boundary are not used. Each For the modeling of dielectric objects, Faraday contours
such matnetic fcied compcnent is assumed to represet the Are debfored while the Ampere contour, are Wo. Referring
average value Of the magnetic field within the patch bounded to Fig. 4, the Faraday contoursi ar distorted So as to have*
by the truncated contour, Z,, is the surface impedanc of the them conform to the object's surface. Each H component is
object. The electric Aeld, E,,, located on the truncated assumed to represent the average value of the magnetic field
contour at the object'3 surface, is equal to Z, times the local within the patch bounded by the distorted contour. The
azimuthal magnetic field, Me. H* is collocated with E. electric field, E., on the edrorted contou at the object
AMd is obtained by interpolating the =iown H. aVd HY surface is calculated via an auxillar7 Ampere contour. Along
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thle rmi g straight portions of the contour, the electric
field components are assumed to have no variton along their

respective contour segments. Where possible these electric
field componet are clculated using rectangular Ampere
conours from adjacent H componnts. Also, ciaculsim of 45 io 1 ISO
Ampere cotours which cross the media boundary am o ANGLE, PHI

used, necessitating that the E-eld alo. g the corresponding Iris. 5. Compaue od 1 1 PDTD. coeww FDTD, vW .,.c
Faraday conmeir sements, if waeded, is compujid using the AMmsd CigPaaUic. sludaM far VuA& cuMMn bW~bd OIL a crCula,

.varest neighbor approximation, as describ~ed aov. CMCMSq cyUadsr (a) T i Wa~na~m (b) TM Alha~smma (6z - ) 2

The Faraday's law difference equation for contors eamr ak)
die suurface is:te iwhere A, and A, an ama of the left and right portion ,f
HM (i + 1/2,j + 1/2) the Ampere's contour, respectively, and bl, b2 , c, and c,

- J,"[i(I + 1/2, + 1/2) are the coef•ients for the H-hld linear interpolation.
"For the CP modelial of dielectric objet, TM illumination

+DE(IJ+!)by - (p).da, is t le dud of TE illumination. That it, switching the roles of
+E."I+ j + I)13-E*(i+themagnetic held and the electric field, the permeability, is,* and the mperittivity, e. and the mapeic urrent and the

(30) electric current msans tho solving a TE illuwntion problem

automatically provides data fot a dual TM illumination prcb-where em.
6t

D A (31) E. Anisotropic Object,
~s~js~A The CP modelin of a"lsoroic dielectric objects is a

And 1, is the length of the contour segment along t me di rect cittens of isoropic dielectric objects. For axily

interface. 1, and I3 are the lengths of the bottom and top anire nopic dielectric medi di. relazionship between the D

contour segments, by is the length of the left contour s•g- and d mad's is

rient and p is the E. index. •

The Ampere's law difference equation for the auxidjay zz 0
S tangential R-hield components is: 0(3)

E;÷'(p) - E/(p) + 6,
x[(bh H-I-(i + I.j + I1) + b" H8"t(i + , j + t))/1Ae,(i + J) (32)

(cM"IH÷(I + 11, J + ½) + c,. H*÷(I + 11, j ))/Aoco(1 + 11, J)
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PERFECTLY CONDUCTING ELUPTICAI. CYLINDER
TE IL,.UMINATION. MAJOR AXIS

01 KA-1O. AXIS RATIO 2:1
mome F99saokmo ooo

€0

0 -110

00 4'5 90) i.s " io 0

ANGLE, PHI
Fig. 6. Compusme oenor F•MD ad mmdod of moms solu-wm for =rh owr as oa ian ayoklpcm coescda-

cyllr, T1 Uhn o (*x a N /20 rmacids).

This tensor relationship results in an Ampere's law difference The next shape considered is an elliptical cylinder, sub-
equation which is a slight modification of (32). jected to TE illumiiation along its major axis. The circumfer-

ence of the cylinder is 10 wavelength and its axis ratio is

Er÷'(p) - E7(p) + 6t

- (c, . H"*i(i + IT'.J + y) + C2 -H**I(i + 1'. J - I½))IAK I

whem A& ad A, t asem of he left and right polm o of 2:1. Fig. 6 is a plot of the CP pedick surface curremnt
the Ampere's law contour, respectively, ad bl, b,, c, and compared to the method of momps solution. Once again,
c: are the coefficient for the H field liear inWWolation, and the CP method achieves accurate modeling of the peak and

null structure of the currenmt disaibuton.
The final shapes in this category are wing-like bodies,

Ke, o~s 2 +e•,jstia (35) depicted in Fig. 7. It consists of a 10 in x 12 in metal plate.
having steeply sloped sides with a central six inch radius

where 0 is the angle E makms wit the positive x-axis. chamfer on one side and either flat on the other side or
The FanWaay's law diffreni qiua-osi for this case is ideti- having a symmetrically positioned V-shaped vertical slot on
cal to the isotropi cams (30). As in dt isotsoic caw, TM the other side. The measured data to be presented aMe for
illuminmion is the dual ofr TB Wuinution. thes three dimensional shlpes, while the numerical data (die

CP method wad metod of moments) are for the two dimen.
IV. NUtMER• IC~l, n sional shapes which result from allowing the 12 in dimension

In ds section al"ydWl ad nuical data validations of to go to infinity. Fig. 8(a) shows the monostatic radar cross
the CP method are IpsF-m. Objects of various shae and secUtion of the plate with the flat side. It is illuminated with a
compositions are analyzed. 10 0Hz TM polarized wave. Fig. 8(b) shows the monostaic

radar cross section of the plate with the V-slotted side. It is
A. Perfectly Conducting ObJetcU illuminated with a 16 lHz TE polarized wave. There is

,I The fim shape considered is a k0o - 5 circular cylider. generally good agreement between the three sets of RCS
subjected to TE and TM illumination. Fig. 5 is a plot of the data. In the low RCS regime nea grazing incidence Fig. 8(b)
CP pmedic surface currem and the tradidoa (stepped) shows that the CP method provides substantially better agree-
FDTD predicted surface current compared to the series solu- ment with the measurements than WM. The residual dis. 0
tion. The CP method achieves an accuracy of I% or better at agreement between the CP and measured data is a consi-
most surface points resulting in acurate modeling of the quence of the difference between the idealized 2-D computa-
peak and null stuture of the current distribution. This figure tional model and the actual 3-D physical measured target.
also shows that e CP method is a significant improvement For a given grid density, the CP method permits an object
over the traditional FDTD method, to be modeled more acurately than the traditional FDTD

0
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Numerical Analysis of Electromagnetic
Scattering by Electrically Large

Objects Using Spatial
Decomposition

Technique
Korada R. Umashankar, Senior Member, IEEE, Sainath Nimmagadda, Student Member, IEEE, and

Allen Taflove, Fellow, IEEE

Abstract-The boundary value lntegral equation and method ferential equations. The boundary value equations, suchof moments numerical technique Is widely utilized for the study as the electric field, the magnetic field and the combined
of electromagnetic scattering by arbitrary shaped conducting field integral equations [1n-g3] have been extensvely uti-
and penetrable objects. Even though this direct approach is
elegant as far as its application to analyze electrically large lized to model various electromagnetic interactions associ-
object Is concerned, It inherently sufftr from a wide range of ated with arbitrary shaped two and three dimensional
computational difficulties. The method of momenut system ma- objects. Generally, the near surface electric and magnetictrim is, In general. fall and dense, requiring Impractical demand fields or the corresponding equivalent magnetic and elec-
on computer resource. In addition to operational numericali
errors and ill-conditIoning Involved In the solution of large scale tro current distributions are treated as unknowns in the
matrix equation, the direct numerical technique bear prOgras- integral equations, and are solved by applying straight
sive degradation of accuracy of the near-field solution as the size forward method of moments numerical technique [31-(6).of the system matrix increases. The apparent computational Invariably, the numerical technique based on the method
diffculties with the direct integral equation and method of of moments converts the operator type of linear integral
moments has prompted an alternative numerical solution proce-
dure based on the spatial decomposition technique. Using rigor- equation into an equivalent matrix equation by expanding
ous electromagnetic equivalence, the spatial decomposition tech- the unknown current distributions in terms of a linearly
nique virtually divides an electrically large object into a multi- independent set of expansion functions and testing the
pliclty of sukbones. It permits the maximum size of the method integral equation by a suitable set of weighting functions.of moments system matrix that need be Inverted to be strictly This direct technique appears to be an elegant means for
limited, regardless of the electrical size of the large scattering modeling and analyzing electromagnetic scattering and
object being modeled. The requirement on the computer re-sources is of order (N), where N Is the number of spatial interaction by both canonical and arbitrary shaped con-
subzones and each subzone is electrically small spanning In the ducting and dielectric objects. In fact, a large class of both
order of a few wavelengths. Numerical examples are reported two- and three-dimensional problems has been studied
along with comparative data and relative error estimation to and reported extensively in the literature [3], (6]-[9]. How-
expose appflcabiity and limitation of the spatial decomposition
technique for the two-dimensional scattering study of electrically ever, there are key limitations and relative error estima-
large conducting and dielectric objects. tions which render the direct integral equation and method

moments technique unattractive beyond low and resonant
frequencies.

1. ym~oDucMNo The direct integral equation and method of moments
r'HE frequency domain analysis of electromagnetic technique generate a system of linear equations having
S scattering, penetration and interaction by arbitrary dense, complex valued, full coefficient matrices. For a

shaped conducting and dielectric objects can be conve- conventional matrix approach, the required computer
niently formulated using the boundary value integro-dif- storage is of the order 0(P•) + CP where P is the

number of surface patches and Cp, is a constant which
Manuscript received July 31, 1990; revised March 25, 1992. This work depends upon the scatterer geometry and desired displaywas supported in part by National Science Foundation Grant ASC- of the numerical solution. Similarly, the execution time is

8811273 and by Office of Naval Research Grant N00014-88-K-0475.
K. R. Umashankar and S. Nimmagadda are with the Department of q 'I

Electrical Engineering and Computer Science, University of Illinois, and C, are constants which depend upon numerical model
Chicago, IL 60680. adapted to generate the system matrix, and further, solveA. Taflove is with the Department of Electrical Engineering and for the unknown surface currents. With a spatial resolu-
Computer Science, McCormick School of Engineering, Northwestern
University, Evanston, iL 60208. tion requirement in the order of A/5-A/10 to avoidIEEE Log Number 9201665. aliasing of vital near-field magnitude and phase informa.
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tion implies that arbitrary thm-dimensional structures and method of moments solution for each subzone, effec-

spann more than SA would exhaust most existing and tively "scanning" the original target subzone by subzone, a

planned mainframe computer resources [7], [10]. The di. rapidly convergent iterative process is established.

mensionally large computer resource requirement has, in This paper reports a preliminary study of the spatial

fact, served to place such a "cap" on problem applica- decomposition technique to analyze electromagnetic scat-

tions. tering by arbitrary shaped electrically large two-dimen-

The large system matrix (of electrically large object) sional perfectly conducting and dielectric scatterers. Nu-

generated by the direct integral equation and method of merical results of the near surface currents and radar

moments numerical technique tends to become highly cross section along with comparative validation data and

ill.conditioned. This potentially degrades the accuracy of relative error estimation based on matrix condition num-

the computed results [11]. The accuracy of the numerical her (21], [221 are reported in this paper to expose applica-

solution may also be due to floating point word-length bility and limitation of the SDT for electromagnetic scat-

used in the computer and numerical procedure used for tering by an electrically large perfectly conducting thin

computing individual elements and inversion of the sys- strip scatterer, perfectly conducting rectangular and wedge

tem matrix. Accumulating errors of these types can be type scatterers and homogeneous dielectric rectangular

troublesome, especially when hundreds of millions of ma- scatterer.

trix elements/floating point operations are involved in

one modeling problem. II. SPATIAL DECOMPOSMON TECHNIOUE

The computational difficulties with the direct integral Fig. 1 illustrates an arbitrary shaped two-dimensional

equation and method of moments solution technique have isotropic homogeneous dielectric scattering object. It is

prompted a number of alternative approaches, such as excited externally by a transverse magnetic (TM) polar-

combining the method of moments and a high frequency ized plane wave propagating in a direction normal to the

technique to obtain a hybrid formulation (12], (13] and z.coordinate axis. As shown in Fig. 1, axially directed

also its related iterative variations [14], [15]. In addition, equivalent electric currents J,( P') and transverse directed

iterative matrix solution methods including conjugate gra- equivalent magnetic currents M,( 0') reside on a virtual

dient, spectral iterative approaches [16], [171 have been boundary conforming to the physical surface of dielectric

investigated as tools to study electrically large scattering scatterer. This scattering object, in fact, is appropriate for

problems. It is not yet clear that the hybrid and iterative formulating a set of coupled combined field integral equa-
approaches proposed to date for electrically large objects tions (CFIE) by invoking the electromagnetic equivalence
possess the broad applicability and excellent accuracy that principle [2], [71, [20] and by treating the two surface

the full matrix method of moments approach evidences electric and magnetic currents as initially unknown distri-
for the case of electrically small objects. butions. Further, the method of moments numerical tech-

This paper presents preliminary findings of a novel nique can be implemented (for the scatterer taken as a
methodology, which has been reported recently [3], [18], whole) to solve for the two unknown surface currents as

(19], [26], specifically referred to as the spatial decomposi- discussed in [3], [61, [9]. There exist only the following
tion technique (SDT) for the integral equation and method components of electric and magnetic field distributions:
of moments that shows promise in significantly reducing
both the dimensionality and ill-conditioning of the compu- E,.( p, 0) total axial component of electric field distri-

tational burden. In fact, the spatial decomposition permits bution

the maximum size of the method of moments system H,( p, 0)i, total normal component of magnetic field

matrix that need be inverted to be strictly limited, regard- distribution

less of the electrical size of the electromagnetic scattering H,( p, 0A total tangential component of magnetic field

target being modeled. Using rigorous eClctromagnetic distribution.

equivalences [20], the spatial decomposition technique Referring to Fig. 1,
allows one to divide an electrically large arbitrary shaped
material object into a multiplicity of subzones. The indi-
vidual subzones, in fact, are separated by virtual surfaces J,( Y) = !'Jz(P') (la)

across which cancelling tangential electric and magnetic
virtual currents are postulated. The subzones are defined = £,' x .'H 7( p', •'), ' on C (ib)
as distinct scattering targets having fully enclosing sur-

faces with additional unknown virtual electric and mag- .eq(P') .'M,( ') (2a)
netic currents introduced as needed to define the inter-

faces. The elec.cromagnetic field boundary conditions are
well preserved by simulating across the interface separat- - -' x !'E,( p', '), • on C. (2b)

ing two subzones by requiring that the tangential virtual
currents on one side of the interface must be equal but For the TM normal excitation, based on the above
,p prosltc to the tangential virtual currents on the other components of unknown electric and magnetic current

Byfk. Hv ,c•lurntially implementing the integral equation distributions, the z-component of scattered electric field
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11111004M.8 lo- v-1 V1 and 2, and the boundary conditions that the tangential
components of total electric and magnetic fields are con-

:V4 tinuous across the boundary C. Only a summary of the
bumS : •*. ' rqlevant CFIE expressions which are useful for develop-

Poin ---- Pnt ment of the spatial decomposition technique are given
X below

%tl M11 Js Miu : I (fMl sowms) M-1
41 Al 2

+ E .1' m I[M,( p')], • on C (5a)
M-1

Fla. I. Cleatney of bompoi. Iouy, dielectric scatterer. 2

and v,.component of cattered magnetic field are obtained - 2by + : .'[M,( P'), P on C (5b)

1-

r, ewhere the CtE partial integral operators [3t, p6i, s9i for

(3a) the twornimensional case are
0 •: fc[ 4-• Ho•)(k,.R)]dL' (6a)

[Xy --X+(, C. os, + si:,n fl
where on the left-hand side, the positive sipn is selected • H.(2)' (k.,R)]dL' (6b)
for the region (m -1) outside the dielectric scatterer

with A on or outside the boundary contour C, and the - yx -x + -Y' f
negative sign is selected for the region (m - 2) inside the cos nl + -
dielectric scatterer with A on or inside the boundary
contour C. The vector and scalar potential integrals in .[k'..2..:..1 (6c)
(3a) and (3b) are given 4 jH •(kmR)

,-,)- s: ,(')HP(k - ý')dL(') (4a) Y.mm Cos(a - n')[ Hý2)(k. R)]da

F L,( ) - P'M,( ')Ho¶'(kI P - A'I)dL( A') (4b) + TfdLl4H-1_)(km.R) m = 1,2.
1 fc (6d)

4wA.) C JIn (5a) and (5b), E, represents the TM polarized axial

H62)(k,,, A - A'I)dL( A'), component of the incident plane wave electric field excita-
tion and H,' represents corresponding transverse compo-

for m - 1, ý on or outside C (free \space medium) nent of the incident magnetic field excitation. In the case
for m - 2, ý on or inside C (dielecti'c medium) (4c) of direct method of moments solution [4]-[7], the axial

and electrical current J, and the transverse magnetic current
\ M, distributions are expanded in terms of suitable ex-

HA2)(kI -j 'I) pansion functions, such as, staggered pulse expansion
functions discussed in [7]. Further, the coupled CFIE

Greensl function for zherwo-ordimerndsonal ca- expressions (5a) and (5b) are tested on both sides by the
weighting functions chosen to be same as the expansion

ki,: propagation constant for m - 1 and m - 2 regions functions in order to reduce the coupled set of integral

,(4d) equations to their equivalent partitioned matrix equation.Based on the direct method of moments numerical solu-
The complete derivation of the coupled combined field tion, extensive numerical data for the near surface cur':ent
integral equations can be found in [2], [3], (7], [61, and [9] distributions and the radar cross section results are re-
by invoking the electromagnetic equivalences for regions ported in the literature (5]-[9] both for the electrically
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smmal and the resonant size conducting and dielectric
.tterig objects. As the electrical size of the scatterer r - a- - M-- ®-

inucease this direct solution technique, puts impractical
demand on the computer resources, in addition to various I_

-unsettled numerical accuracy and: ill-conditioning prob- -lems of the large system, matrix ý sssociated with the elec- 78. in;. C " '";

trically very large object. E quivalent Surface E ilvalent surfocO
Electric Current lagnefig Current

In order to circumvent high demand on the computer -....
resources and also reduce numerical difficulties, the for-
mulation of the boundary value problem is modified still
retaining all the physics of electromagnetic scattering and
interaction as depicted schematically in Figs. 2(a) and,
2(b). Fig. 2(a) represents a rectangular homogeneous di-
electric scatterer geometry with unknown surface electric 2

and magnetic current distributions on a virtual boundary. -

An identical geometry is repeated in Fig. 2(b), but the E / U,.-i. £

virtual boundary contour is modified to define (in this C..ivalo,, Sufac • ESue.net Shurfae:

case) two distinct spatial subzones. A key point to note is E,

that at the virtual interface separating the two subzones,
the tangential virtual currents on one side of the interface
must be equal, but opposite to the tangential virtual Fig. 2. (a) Distribution of equivalent electric and magnetic currents on

currents on the *other side of the interface. In fact, the a virtual surface. Wb) Distribution of equivalent electric and magnetic
currents on a modifed virtual surface for the spatial decomposition

scatterer can be divided into an arbitrary number of N technique,
distinct spatial subzones in this manner (in Fig. 2(b),
N - 2). Now, the usual combined field integral equation
and method of moments technique is used to compute the excitation due to the remaining spatial subzones, n -

electric and magnetic currents along the enclosing surface 2,3,4,-.., N

of one subzone. In effect, the subzone is treated as a Fi( Z)- Ei( )
distinct scatterer. It should be noted that a part of the
subzone's surface is the virtual interface separating it 'A N,

from the adjacent subzone. The excitation for this sub- . E ' - JM(,( PD] (8a)

zone consists of the original incident plane wave and n-2 n-2

additional excitation due to the electric and magnetic G,( ) - H,'( )

currents residing on the surfaces on the remaining spatial N N
subzones and radiating into.-the free space. Initially, the - y•-4l [Jz( ,)] - E "4jMM[Mn(
additional excitation due to the currents on the remaining M-2 n-2
spatial subzones is not known. But, these can be conve- for subzone 1, and
niently approximated to a zeroth-order using either the
physical optics (PO) [23] or possibly a first-order better
approximation based on the on-surface radiation condi- The analysis is now shifted to the next adjacent subzone.
tion (OSRC) theory (241 (25]. Hence, for subzone 1, the The excitation for this subzone consists of the original
CFIE takes the form plane wave and additional excitation due to the currents

2 2 on the surfaces of the remaining subzones, including the
F.( • [7 '( p,)] + , .,•M ,V( •,)3 (Ta) updated currents on the first subzone. In this manner, the

,-i rn,-1 step-by-step analysis approach can be sequentially imple-
2 2 mented for rest of the subzones, effectively scanning the

G•( •) = E -£'Mt[,1 ( p')] -" E .9mMM[M;( ) original scatterer subzone by subzone, always using the
m i m1 incident plane wave and the latest surface currents as the

for subzone 1, T on C, (7b) excitation for the subzone of interest. This iterative pro-
cess appears to differ from any yet proposed in that: 1)

J,1( ;') unknown electric current distribution for the subzones are used rather than the complete structure at a
subzone 1 time, and 2) the subzones are not completely related to

M,11( ') unknown magnetic current distribution for the individual blocks of the original full matrix problem;
subzone 1 rather, the subzones are defined as distinct targets having

fully enclosing boundary surfaces with additional virtual
where the boundary contour C1 encloses completely the electric and magnetic current unknowns (still maintaining
spatial subzone 1. The total excitation for the spatial the boundary conditions) introduced as needed to define
subzone I is given by plane wave excitation and additional the virtual interface consistently between the subzones.
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Thus, the SDT provides means to implement the exist- (250 x 250) with a current resolution of 10 pulse samples.
ing integral equation and method of moments technique per wavelength. In order to apply the spatial decomposi-
with a computer memory and execution time requirement tion technique, the thin strip scatterer is divided, for
of O(N), where N is the number of spatial subzones. example, into five subzones, N - 5. Maintaining the same
Since each subzone is electrically small, spanning few current resolution of 10 samples per wavelength, the
wavelengths either in the two- or three-dimensional scat- matrix size is now only (50 x 50) for each subzone model-
tering problems, it is expected that conditioning of the ing. Referring to (7a) and (8a), the EFIE for the first
method of moments system matrix resulting for each subzone has the form
subzone is acceptable for numerical processing with lim-
ited demand on computer resources. In the following, E!( A) - E 2,1[IJ.( 2)] -. ss1,J ( •')1,
several scattering case studies are presented along with I-2

relative error estimation based on the matrix condition
number (211, (221 to expose preliminary studies of the SDT
to analyze electromagnetic scattering by two-dimensional On the left-hand side of the SDT expression (10), the
perfectly conducting and dielectric scatterers. Numerical total excitation for the spatial subzone 1 is given by the
results of the surface electric current and radar cross plane wave excitation and additional excitation due to the
section data along with comparison based on the direct electric currents on remaining spatial subzones, n - 2, 3,
Gauss-Seidel algorithm are reported in this paper for the 4 and 5. But, the distributions of the electric current onperfectly conducting thin strip scatterer, perfectly con- the remaining subzones, n - 2, 3, 4 and 5, are not known
ducting rectangular and wedge type scatterers and homo- initially. However, they can be obtained approximately
geneous dielectric rectangular scatterer. based on either the P0 (23] or the OSRC approach [24],

[251. An approximate distribution of the electric currentIII. PERFECTLY CoNDucrIo SCATTER.R-TM on a perfectly conducting scatterer is obtained using the
CASE normal derivative of the total electric field, and for sub-

In order to illustrate the spatial decomposition tech- zones n - 2, 3, 4 and 5 is given by
nique, the electromagnetic scattering by a perfectly con-
ducting thin strip and a rectangular scatterer are con- -P eE:(•') aE•((')
sidered. Referring to Fig. 2(a), the conductivity of the ( " k, +
scatterer is assumed to be infinite in a limit, and the
thickness of the rectangular geometry is reduced to zero. where 71 is the intrinsic impedance of the free space
For the case of TM normal excitation, there exists only an medium. Using the second-order OSRC boundary opera-
axially directed electric current along the length of thin tor [22], an approximate relationship for the normal
strip scatterer given by the difference between the top and derivative of axially directed scat,;-. ed electric field on the
bottom current distributions. Referring to (5a) and (6a), perfectly conducting convex scatterer can be obtained as
the electric field integral equation (EFIE) for the two-di- dEr(A') .[ f(sI) j f (S) ]
mensional perfectly conducting case is given by [1]-[3] dE ' 2(s')s '

E,( ) -2,"s[]((p,)], • on thin strip (9a)

where for the TM excitation + d - (' (12a)

-4"Hoa)(kIR)IdJ (9b) •(s') curvature of an osculating circle drawn tangential

and the incident plane wave electric field can be written to the boundary contour
as s' tangential coordinate variable along the boundary

E p(, 4) " Eoe-skl Pc- #- (9c) contour, and

-0' incident angle of the TM polarized plane wave -K 2[sin2 fl' cos2 l + cos 2 l' sinz •'
excitation.

The distribution of the electric current on the thin strip -2sin LV cos LV cos c' sin k'1E( '). (2b)scatterer can be directly obtained by applying the method With the normal broadside excitation, 0' = 900, the
of moments -iumerical technique [4] by using a pulse above OSRC expression yields an initial current distribu-
expansion set for representing the unknown electric cur- tion, which is a flat current, with no current singularities
rent distribution, and also testing the EFIE expression at the thin strip scatterer ends. In fact, the goal of the
(9a) by the same pulses. Fig. 3(a) shows a plot of the SDT is to sequentially update this initial current for each
magnitude of electric current on a thin strip scatterer of subzone. The analysis is now shifted to the adjacent
total length, L - 25A, excited at an angle of incidence subzone n = 2. The excitation for this subzone 2 consists

= 90'. This result is obtained using a full matrix of size of the original plane wave plus additional excitation due
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Fig. 3. (a) Distribution of the equivalent electric current on the thin strip scattererm-TM normal ezcitation. (b) Bistatic
radar cross section of the thin strip scatterer-TM normal excitation. (c) Monostatic radar cross section of the thin strip
scatterer-TM normal excitation.

to the approximate currents on the surface of the remain- process is to be repeated if the numerical data for other
ing subzones, n = 3, 4 and 5 including the updated cur- angles of incidence is required. The distribution of the
rent along the first subzone. This step-by-step analysis electric current can now be utilized for calculating either
approach is sequentially implemented in an iterative sweep the near electric and magnetic field distributions or the
for each subzone from one end of the, scatterer to the bistatic radar cross-section data. In fact, the number of
other end. Once the first sweep is completed, a first-order successive iterative sweeps is determined based on the
approximate distribution of the electric current on the degree of convergence required of the electric current or
thin strip scatterer is numerically simulated. It is noted the radar cross-section data. The far-field distribution and
here that no additional boundary conditions are enforced the radar cross-section data can be derived using (3a),
in the application of SDT. Better approximation of the (4a), and (9b) with the two-dimensional Green's function
distribution of magnitude and phase of the electric cur- term replaced with its large argument approximation. Fig.
rent on the thin strip scatterer can be obtained by more 3(b) shows a plot of the bistatic radar cross section ob-
iterative sweeps. In Fig. 3(a) is shown the distribution of tained using SDT compared with the direct method of
the magnitude of electric current calculated based on the moments (MM) solution. In the angular range of , - 300
SDT (with five spatial subzones, N - 5) on the thin strip to 150°, the bistatic radar cross section converges in two
scatterer excited with an angle of incidence O, = 900. The sweeps with less than 1% error, but for the grazing angles
results shown are obtained for five sweeps with less than more sweeps are required, and for the results shown five
1% error in the region separating two adjacent subzones. sweeps are utilized. Fig. 3(c) shows a plot of the mono-
It should be noted that the electric currents are valid only static radar cross section obtained using SDT compared
for the specified angle of incidence and the SDT iterative with respect to the direct (MM) solution.
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Fig. 4. (a) Bistatic radar cross section of the rectangular conducting scatterer--TM normal excitation. (b) Mbonostatic radar

cross section of the rectangular conducting scatemr--TM normal excitation. (c) Monostatic radar cross section of the wedge

with half-cylinder--TM excitation. (d) Bistatic radar cross section of une wedge with halff-ctinder--TM excitation.

In fact, numerical studies indicate smaller subzone sizes TABLE I

DL•____M_ SOT(10bO1

[18] can be adapted with even lower computer resources, ucrM SOLN

but require more iterative sweeps for the same degree of Bistati RCS in decibels
Full Matrix Observation Angle, Run Time

convergence. Tables 1, 11, and EII show computer re- Seo -9"t eod
sources required on a Sun 4.0 Workstation as a function SieTtl0-9rnScod

of subzone size and number of iterative sweeps. The202791725.

representative case of thin strip scatterer of total length
L - 10A excited at an angle of incidence, < =, 90W, is TABLE -

SDT SOLUTnoN--VARIATION Of [NUMBER OF SUBZO'ES
considered with a finer current resolution of 20 pulse(NMEOSWa-)
samples per wavelength. The results reported here are

Bistatic RCS in decibels
based on a general unoptimnized computer algorithm with Subzone Number of Observation Angle, Run Time

Gauss-Seidel numerical inversion. The run times re- Matrix Size Subzones O- 90 in Seconds

ported in the tables, in fact, are higher than many stan- 20 10 27.95345306 10.0
dard optimized algorithms [3], [7]. 25 8 27.97183609 12.6

Similar convergence behavior is observed for other 40 5 27.96068573 23.9

330 21 20 36 05M0 40 27.9083280 34.1IS

bistatic and monostatic angles. The above studies using 5042.72703.
100 2 27.96839523 121.0

SDT can be easily extendedI for the case of electromag-
netic scattering by a perfea:dy conducting rectangular and

wedge type scatterers. Fig. 4(a) shows a plot of bistatic an angle of incidence •i=90'. This result is obtained
radar cross section of a rectangular scatterer of total using a full matrix of size (500 X 500) for the direct MM
length L = 24.5A and width W = 0.sA which is excited at solution. Similar to the thin strip case discussed earlier, in
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TABLE Ni ill-conditioning associated with typical method of mo-SDT SOtunrnON--VAuA•ON OF NUM, NS OF SWUM•'

(SUSZONE MATRIx szU - 50 AriD Nurmm or svawu.- 4) mentU sbcattering problems is addressed in [21) a-d [221

tatic RCS in deusing a qualitative figure, such as, the matrix condition
Number of Otservtioo angle, Run Time number. A convenient measure oi the condition of a

Sweeps 0 W0 in Seconds matrix can be assessed in defining
1 27.97837870 34.1 per rweep cond([Z]) - ]IZII lIZ Il (13a)
2 27.97(9Z12
3 27197251701
4 2?.972A459 where considering the infinite norm, the maximum row
5 27.97203225 sum of the matrix
6 27.97153854
7 27.97137260 lIZIl - l1Z1'.. (13b)
1 27.97138977
9 27.97143173 In solving the matrix equation, the condition number of

10 27.',144699 matrix represents an upper bound on the relative uncer-
tainty in determining the electric current distribution. Just

order to apply the spatial decomposition technique, the in the numerical inversion alone, the direct method re-

scatterer is divided into five subzones, N - 5, and the quires arithmetic operations proportional to third power

matrix size is chosen with the same uniform resolution for of the matrix size. But, in the SDT only very smal
each subzone modeling. Fig. 4(a) also shows a plot of the matrices are dealt with proportional to electrical size of
bistatic radar cross section obtained using SDT compared subzones. Fig. 5 shows variation of worst-cse condition
with the direct MM solution. Both forward and back number with number of subzones for the strip and rectan-

* scattering data in the angular range , - 90- to 120* gle cases studies discussed above. Thus, the submatrices
converge with only two iterative sweeps, and for the corresponding to the subzones are better conditioned
angular range 0 - 120' to 150' convergence is obtained than the large matrix of the direct method. The condition
with five sweeps with less than 1% error. However, for the of the subzone matrix improves as it becomes smaller,
grazing angles more sweeps are required, and for the however, this improvement cannot be extracted indefi-
bistatic results shown 10 sweeps are utilized. The monos- nitely in view of the stronger coupling and interaction

• tatic data, on the other hand, converges rapidly with only with very small subzones.
two iterative sweeps. Fig. 4(b) shows a plot of the moyao- V. pFmcn.Y CoNiucriNo SCAIrrEPER-TE CASE
static radar cross section obtained using SDT with two The preliminary study of the spatial decomposition
sweeps compared with the direct MM solution. The
monostatic study has been extended even for the case of i thcn striscrer frth case erectly cn tinconducting wedge type scatterer. Fig. 4(c) shows a plot of thin strip: scatterer with transverse electric (TE) excita-

condctig wdgetyp sc~err, Fg. (c)shos aplo oftion. For the case of TE normal excitation, there exists* the monostatic radar cross section obtained for a two-di- on. a thentasl direce excitati on g the
mensional finite length wedge with half-cylinder. Fig. 4(d) only a tangentially directed electric current along the
shows bistatic radar cross sections obtained using sub- boundary of scatterer. Referring to (Sb) and (ud), andzone of(10 x 00)and(50 50 marixsysems TM considering its dual representation for the induced elec-
zones of (100 X 100) and (50 X 50) matrix systems. TM tric current, the EFIE is given by (11-43)
normal excitation with 0' - 0* is assumed to be incident
on the tip of the wedge. In Figs. 4(c) and 4(d), the SDT [. d
numerical results are compared with the direct MM solu- E( - fc ( - ) Ho)kfR 4
tion.

IV, ERROR ANALYSIS BASED ON MATRIX CON~DITON + ;7$ J f j'(A 7 H1(I)d'
NUMDERI "

It is evident that the SDT offers substantial savings in A on thin strip. (13)
computer storage and time as compared to the direct Again, the distribution of the electric current on the thin
integral equation and method of moments solution. From strip scatterer can be directly obtained by using a pulse
error analysis and estimation point of view, the SDT deals expansion set for representing the unknown electric cur-
with only smaller matrices arising due to division of the rent distribution, and also testing the EFIE expression
large scatterer into multiplicity of subzones. The (13) by the same pulses. Fig. 6(a) shows a plot of the
Gauss-Seidel inversion of matrices inevitably introduces magnitude of electric current on a thin strip scatt.rer of
round-off errors, the extent of which essentially depends total length, L - 25A, excited at an angle of incidence
on the sophistication of computing device and its word- 0' - 90W. This result is obtained using a full matrix of size
length. In fact, roun..off errors are fairly random in (250 x 250) with a current resolution of 10 pulse samples
nature and do not cancel out in a given computation, per wavelength. Similar to the IM case discussed earlier,
but rather tend to accumiulate if later calculations are in order to apply the spatial decomposition technique, the
based on the earlier ones. A detailed discussion concern- thin strip scatterer is divided into five subzones, N - 5.
ing relative error analysis and estimation of the degree Providing the same resolutioni, the SDT matrix size is only
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(50 x 50) for each subzone modeling. Using the OSRC " 1..
TE-boundary operator (24L, an approximate relationship " [ _ _

for the tangential electric current on the perfectly con- A 1+ DOLACT. .M MW
ducting convex scatterer is obtained ,W I . , .001 1.a w M'..-0

w • ~*.U ITO -UkIS L .,,
X [!' 1H,( Pi') +s-i'H-( onJC '.*Cg. &

(14a) u . mo. m 21

RH:( ") +j +jkc 8[k. HAY) .D

(14b) 3

1 a a

E(' - ;7 ;4J ) (14c) - a is is I" a - * .. 8 . . .0 i

With normal excitation, the above OSRC expression Fig. 7. Bis•altic radar c. sect*n of lte rectangular delectric scat-w'rer--Th normal e..(AiO.
yields an initial current distribution, which is a flat cur.

rent, with no standing wave distribution along the thin
strip scatterer. In fact, the process of the SDT is to TABLE IV
sequentially update this initial current for each subzone. cowrua Rmwxtoua: Duawr MM vuAsus SD"
In Fig. 6(a) is vlso shown the magiptude distribution of

• electric current calculated based on the SDT (with five a B S o* Mc , Saa9sS of'TnSap.
spatial subzones, N - 5). The result shown is obtained for Sax Diect MMI Run 1me SD? Run Time
five sweeps with less than 1% error in the region separat. Eciutton (A) Mattm SLz (a) Mavia Size (s)
ing adjacent subzones. Fig. 6(b) shows a plot of the TM 10 200 20• o 34
bistatic radar cross section obtained using SDT compared TI" 25 500 3175 so 83
with the direct kM solution. In the angular range of TE 10 200 282 so 45
* - 30r to 150'. the bistatic radar cross section converges 71E 2.5 300 4210 50 109

in two sweeps with less than 1% error, but for the grazing
observation angles more sweeps are required, and for the b) Diitk Rada Cron Secou ef Wedge wftb Haff-C d
result shown five sweeps are utilized. Fig. 6(c) shows a plot ---
of the monostatic radar cross section obtained using SDT Dwd M1M Run Tibe SDr Run Time
compared with the direct MM solution, Estitatift Matrix Sim () Matri size (S)

VI. HOMOGENEOUS DELEcTRJc SCAT•IRER-TM 4137 100 167
CAE30 55CASE-

Referring to Figs. 2(a) and 2(b), the spatial decomposi-
tion technique presented in Section II is now applied for direct MM solution. The bistatic radar cross section con-
the case of isotropic, homogeneous, lossles dielectIc verges in one or two sweeps for broad side angles and
rectangular scatterer of length L - 10A and width W - takes more sweeps for grazing incident angles. The SDT
0.25 A (where A is the free space waveienth) with TM numerical data is obtained with three sweeps with less
excitation. The angle of incidence is 44' - 900, and the than 1% error.
relative permittivity and permeability of the lossless di.
electric scatterer are selected as *, - 2.56 and AL, - 1.0. VI. REMAW
Applying the CFIE discused in Section II and using a full
matrix of size (420 x 420), the electric and magnetic cur. Using rigorous electromagnetic equivalence, the spatial
rent distributions are calculated first, and then the bistatic decomposition technique divides an electrically large ob-
radar cross section is obtained as shown in Fig. 7. In order ject into a multiplicity of subwones. The technique permits
to apply the spatial decomposition technique, the dielec- limiting the size of the method of moments system matrix
:nc rectangular scatterer is divided into five subzones, that need be inverted regardless of the electrical size of
N - 5, and the SDT matrix size is chosen with same the large scattering object being modeled. Several numeri-
uniform resolution for each subzone modeling. The initial cal scattering case studies have also been reported along
distributions of the axial electric current and tangential with comparisotn and relative error estimation based on
magnetic current on the dielectric scatterer are obtained condition numbers to expose possible applicability of the
using the first-order OSRC boundary operator :23]. The spatial decomposition technique to the two-dimensional
two current distributions are sequentialDy updat.4 using scattering study of electrically large conducting and di-
the SDT. Fig. 7 also shows a plot of the bistat c radar electric objects. Details of the computational burden to
cross section obtained using SDT compared with the obtain bistatic radar cross section of 1) two thin perfectly
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Computational Modeling of Femntosecond Optical
Solitons from Maxwell's Equations

Peter M. Goorijan, Member. IEEE. Allen Taflove, Fellow. IEEE, Rose M. Joseph, and Susan C. Hagness

Ahswu-A sew algorithm bas beus developed that permints. Now, in the 1990's. initial efforts ame being made to
* for the Ams time, the direct time Integration o( th ulvco use the Maxwell's equations to explore the physics of de-

nollonear M~axwell' equations. This new capability permits th vices having substantial commercial applications, espe-
modeling of lifter and nonlinear, Instaaaaousso and dispersive.
effect in the electric polarization in material media. The mod- cially ultflhigh-speed electronic, electrooptic. and all-op-
cling of the optical carrier Is retained in this approach. The tical devices, which arm useful in the construction of
funetsad noato ft*peent apptlo oft ePPIstonice that advanced digital signal processors and computers. To
It is possible to treat the linear and noalinassr convolution in date. these investigations ame being conducted almost ex-
tegrals. which describe the dispesil., as new dependent vari- clsvybyuigteD- aorhmwihprisa

0 ble. UWa this obsrvation, a coupled s~yatm of nonlieybyuignheFaraloihm hihprmt
second-order ordinary dlfereutial equatioss can be derived fo means of combining the physics of the Maxwellian elec-
the lUnear and nonlinear convolution Integrals, by di:1e1restlat- tromagnetic field and energy transport with the physics of
log then In the time domain. Those equations, tfgthber w"t electronic charge transport and volume-averaged quantum
Maxwell's equations form the sysi that III solved to dew effects. Applications include modeling high-data-rate pas-
amlse the deletomagnstetic fies Ion olinar disipersive media., iv interconnects frdgtlcircuits (3,active electronic
UAWlD this algorithm, results an prsne of sivetm foWdiitll31
lades ionn one dimension of the propagation and collislase of devices [4) and all-optical devices [5).
femtesscod electromagnetic soliton that retain the 4,ptkcaI However, these efforts use the linar Maxwell's equa-
carrier. The aonilnear modeling takes Into account such usam- tions. To adequately model optical switches, nonlinear ef-
tom efects as the Koff and Resist intaf'ktiow The paeset fects in dielectric materials (6), [7] both bistantaneous and
approach is robust and should permit mnodeling 2-D and 3-D
optical solton propegatift. scattering and switching directly dispersive, must be included. Experimental researchers
from the fuil-vectlor noallnear Maxwtell's equation for lute- have produced switches (6) capable of switching short

* grated optical structures haio complex engineered Momo- (100 fs) optical pulses in nonlinear directional couplers.
-eet. Also nonlinear responses in dielectric materials are im-

portant in the generation of very short, intense, fast rise-
1.INTODUCTION tune pulses. Such pulses am important in ultrawideband

TN computational electromagnetics. them is a substan- (UWI) technology (8) in aeronautics. These pulses have
Itial activity in solving the linear Maxwell equations by very high peak power and a frequency spectrum that ex-

* finite-difference methods in the time domain (FD-TD), for tends from near-direct current to several gigahetu.
applications to aeronautics, electronics, and biology (I), The nonlinear behavior of electrmagnetic fields in ma-
(2). During the 1980's, the primary interest in Maxwell's teuials is determined by solving the nonlinwu Maxwell's
equations solvers of all types centered on defense appli- equations. The equations become nonlinear because the
cations, primarily the prediction and mitigation of radar electric polarization is now determined by a nonlinear re-
cross section (RCS). Grid-based Maxwell's solvers, im. lation to the electric field intenity. Up to now, these non-

* plemented on supercomputers, are rapidly becoming thi linear Maxwell's equations have not been solved exactly.
country's primary means of modeling the RCS of ad Rlather, various apptoximations to the governing equa-
vanoud aeospace vehicles [2). The FD-TD method im. tiOns have been made. The least approximate methods
plements the spatial derivatives of the curf operators in solve nonlinear scalar equations for the slowly varying
Maxwell's equations by using finite differences on a meg- envelope of the optical pulses. This class of equations.
ular Cartesian space mesh, and employs a simple leapfrog known as the generalized nonlinear Schrodlnger equations

* time integration scheme. (GNLSE) (91, (10J has been solved by the split-step Fou-
rier method (10) and by the Propagating beam method [I II)

Mtanuscript received Februaryi 199. IM;evsed June 1. 12 the wor (PBM). For example, the split-step Fourier method (101
of A. lallove was sopported is part by NASA-Ames University Cofiset. is often used to simulate the propagation of optical pulses
uium Joint Research lnamenhaagc NCA2361 andt %2. ONR Commiac in low-loss fibers over very long optical distances, and the
NOO014-111-K.0575 and Cray' Research. In..

P. M. Oooijian is with NASA Ames Reusereh Center, Mogfen ieW. CA propagating beam method [111I his been used to model
* 90Q35. directional couplers.

A. Tafiove. Rt. Mi. Joseph. and S. C. Holum. ane with disDeparfltmet However certain effects am neglected when Maxwell's
or Electrical Engineering aW Computer ScWA.. McCotmack School of eutosaeapoiae yteGLE nldn
Enulineefins. Northwestern University. Evanston. IL 60205. eutosaeapoiae yteGLE nldn

IEEE Los Number 920262. scattering and diffraction effects, and short pulse effects
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in the 10 fs regime. For example, optical wave scattering In Section U and 113, the new formulation of the gov-
and diffraction effects relevant to all-optical switches in- eminS differntial equations and the new finite-difference
tegrated in microchip form will be difficult or impossible equations will be given, respectively. In Section [V. re-
to obtain with GNLSE because its formulation discards suits of the calculations of propagating and colliding so-
the optical carrier. Engineered inhomogeneities in noelin- litons will be presented. Finally, in Section V, concluding
ear optical circuits should be fairly complicated. Very remarks will be given.
likely, these inhomogeneities will be at short distance
scales in the order of 0. 1-10 optical wavelengths, and all G. OoveRNNO EQuAioms
assumptions regarding slowly varying parameters (which
run throughout GNLSE theory) will be unjustified. In fact, An efficient FD-TD numerical approach has been de-
material inhomogeneities such as crossing optical paths veloped ([] for the direct time integration of Maxwell's
critically affect optical pulse scattering even in the ab- equations to model Uincar media having arbitrary-order
sence of nonlinearities. Them is no preferred direction of chromatic dispersions. This approach was based upon a
scattering for general inbomogeneities, and the suggestion by JacksonJ1 to reate, (, r) the electrni
scattering physics occurs at the optical carrier time scale field displacement, to £(Z, t), the electric field intensity.
with the enforcement of vector electromagnetic field via an ordinary differential equation in time. That equa-
boundary conditions at all material interfaces. The only tion is integrated concurrently with the Maxwell's equa-
way to model this situation is to set up and solve Max- tions. The differential equation that relates D(U, 0) to
well's vector-field equations for the material geometry of I(I, r) is derived by taking the inverse Fourier transform
interest, rigorously enforcipg the vector-field boundary of the complex permittivity relation, e(a) - 5(i, w)
conditions and the physics of nonlinear dispersion. 1(Z, w). Using that approach, initial calculations wer

In this paper, a new approach wiU be presented for made of fe pulse propagation and scattering in-
solving the nonlinear Maxweil equations. The nonliane tractions for a LAnM medium by a direct time integra-
relation between the polariz n and the electric field wil tion of Maxwell's equations. The computed reflection
be modeled by a nonlinear convolution relation (7]. This coeffcienU (51 were accurate to better than 6 parts in
system of equations will be solved exactly. using finite- 10 000 over the frequency range dc to 3 x 10" Hz for a
difference methods in the time domain (FD-TD). Wave single 0.2 fs Gaussian pulse incident upon a Lorentz half
scanertng and diffgacion effects that am not accounted for space, and new reuts were obtained for the Sommerfeld
in the GNLSE approach anm included here. Also, unike and Brillouin precursors, ameing very well with pre.
the split-step Fourier method, the effects of nontinearty vious published Laplace transform theory.
and dispersion are not treated separately in this approach. In this paper. we report a generalization of the above
The inclusion of some of the nonlinear term in the al- approach to deal with the nonlinear terms of the electric
gorithm for MaxweU's equations employs techniques that polarization. The FD-TD direct time integration of Max-
were developed in computational fluid dynamics for the wel's equations can now incorporate nonlinear instana.
solution of nonlinear equations (12]. However, the treat. neous and dispenive effects as well as linear instanta-
meat of the nonlinear convolution inteSral has required neous and dispersive effects, thereby permitting the
the development of a new computiona technique [13]- modeling of optical solitons having very large instants-
(15). neous bandwidths.

This approach will provide direct solution to Max- As in (S], again consider a one-dimensional problem
well's vector-field equations suitable fo&r modeling the with electric and magnetic field intensities, E4 and H, re-
propagation and scattering of optical pulses, including so spectively, propagating in the x direction. Assuming that
litons, in inhomogenous nonlinear dispersive mediaL The the medium is nonperrneable and isotropic, Maxwell's
modeling of the pulses will include the optical carrier. equations in one dimension are written as
The study of soml . (91, [161 is of fundamentasl impor- AMAOH
tance. Approximataly one hundmd different types of non- -'" -' (I)
linear partial differmnal equaios have been found to at ax
have soLitons or solioo-ike solutions mathematically. _ *lf,
Solitons ae a f, udament feature of nonlinear equations € " a" (2)
in a manner similar to Fourier modes for linear equations.
During the past two decades [17] the study of solitons has D, - Eto.Es + P,. (3)
become a fundamental pan of many different areas of Here # and to are the permeability and permittivity coef-
nonlinear science, including optics, plasma waves, me- ficients for free space, e. is the relative material permit-
lecular biology, nerve conduction, nucleic acids, quan. tivity at in-inite frequency, D- is the electric field dis-
tum gauge fields, and cosmology. For nonlinear optics, placement, and Pf is the electric polarization.
this approach has the potential to provide a modeling ca- acemnt e p laria ponsist(o ft
pability for millimeter-scale integrated optical circuits be. Assume pat th arization P.acpn (0o,
yond that of existing techniques using the generalized parts: a linear par PL and a nonlinear part PttL.
nonlinear Schrodinger equation. P, P. +PL . (4)
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The linear polarization P" is given by a linear convolution tively, sp(t) models a single Loreniamn line centered on

of Ltx, t and the flirt-order susceptibility function x): the optical phonon frequency I/t, and having a band-
width of I /r2 (the reciprocal phonon lifetime). See (7)

* P~(xL t)- o (~"(t - )EX )g for a more detailed explanatio of the modeling of the-o 1)nonlinear optical fiber.

and P* is given by a nonlinear convolution of Ej(x. t) We will now describe a solution procedure 1151 for

and the third-order susceptibility function, X,:- evolving the electric polarization in time by solving a sys-
tem of coupled nonlinear ordinary differential equations.

P•(x, t) Equations (4) thrmugh (12) describe the electric polariza-
*) tion in the nonlinear medium. Th.e equations together

-". r. -". ~ -with (I) to (3) will provide a system of equatios for•o o't i t- i, -ievolving the electomagetice ol in nonlinies media. T'he

procedure will be a genernlization of the approach that
L~x, i1)Ekr. 12)EJr, 1,) 6 2 6 . (6) was used in 15). However that approach used the complex

This last integral models the physics of a nonlinearity with pernittivity relation in the frequency domain to obtain an

* retardation or memory, i.e., a dispersive nonlinearity that ordinary differential equation that related Es to D,. Such

can occur due to quantum effecs in silica at tim scles an approach is not applicable to nonlinear polarizations.
of I to 100 fs. Note thXa) may differ from xM in phys- Nevertheless, the same ordinary differential equation can
ical properties such as resonances and dampinp, be derived by an alternative approach. which is to sta in

We consider a material having a Lormont linear disper- the time domain with (3) lad differentiate it. The key

sion characterized (11] by the following x"'): property that is used in that derivation is the fact that the
. kernel funct X"('). as given by (7), satisfie a linear

(1(t 'j-~ ) exp (-6t/2) si (pot. () second-order ordinary differmntial equation. Note that the
x( -__. kernel function ge(t) as given by (12) for the nonlinear

convolution integra, also satisfies a linear socond-order
The coresponding linear penttivityas a function if s ordinary differential equation. The fundamental inova-
quncy iS tdon of the present approsch is to notice that those prop-

4 4+.+ -e() erties make it possible to toe the linear and nonlinear
* s(,w) - e,, + x11') - E. + - () convolution Itegrals as new depandent variables. Using

this observation, a coupled system of nonlinear second-
wherew W. -w,( .) ,n Al -Q - 62/4. order ordinary differential equations can be derived for

Further, the material nonlinearity is assumed to be the Lwr and nonlinta covoludon integrals, by differ.
characterized (7) 1 the foUowing nonlinear single time satiatinS them in the tim domain.
convolution for P, Thos equations determine the polarization P, by using

S0-- 4(4). Sinc those equations ae second-order ordiny dif-
p•(z. ) - 1ox0 E(,.) .. Q - 1)L(x, 1)6 (9) ferential equations, a solution procedure only requires two

-. time levels of stoae for each equation. By comparison,
where X() is the nonlinear coefficient. The causal re- a direct evaluation of the convolution integrals in (4)
sponse function S(t - i) is normalized so that would require the storage of the elecuomagnetic fields

from an initial time to the cumrn time and an evaluation
- q. 6 -- 1. (10) of the Integrals at each dme level. As the following cal-

culations will show, typical calculations require several
Equation (9) only accoumn for nonwsonant third-order tens of thousands of time levels of evolution. Hence the
processes. the processes cooidered fn (9) ame phoon in. present method is more efficient both in storage and in
teractions and nonresonam electronic effects. 7U mo. operation count than a direct wodod. For a 2-D or 3-D1
eling (7) of those responses is given by the t full-vector nonlinear optics model, this improvement re-
response function p(t), where duces the computer memory required for a first-principles

computation from an impossible level of 100-1000
S(M) - a 6Q) + (1 - a)gp(t) (II) Gwords to a presently feasible level of 0.1-I Oword.

and We will now describe the differential equations that
r, + r2 govern the evolution of the polarization, as given by (4)

R~) , - exp (-t/vz) sin (t/r,). (12) to (12). Assuming zero values of the electrom• eUc fieldand the kernel functio for t % 0, define the functions
In ( 1), 6(M) is the Instantaneous delta function response F(M) and G(O) as respectively the linear and nonlinear con-
and models Kerr nounsonant virtual electronic transitions volutiom:
in the order of about I f or less. The function SR(t) models
transient Raman scattering and a parmeterizes the rela. F(Q) - e0 X(I1 1Q - i)E,(z, i) 6 (13)
tive strengths of the Kerr Nad PAman interactions. Effec- J0
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C(s) - . sm(f - i)E3(x, i) A (J4) I (D m'() - m(i))

Then, by differentiatig Fnd G, we have found that they ± 0 /r( +/H ( + - H -
satisfy the following coupled system of nonlinear ordi- AX 2) 2)
nary differential equaions: (19) *

1 dF 8 dF ( I+*,. 4, F These explicit equations are used in the solution proce-
+ • + +. + duruas follows. First (18) is used to determine M"+( 2/

from the previous values E and W;-/ 1 . Then (19) is
+ t, G .( -used to determine D•a' from the previous values

+, 7H'IAr"
12 ) and DO.

Next (15) and (16) ae used to determine the values of *
-. ( - ' YD, (15) the lime and nonlinear convolution integrals. F" * ' and

"kez G4* ' at the new time level n + 1, using the new value
I d'G o-dG / (Il- a)xO'E 2'. of D'" and the previous valuesofD, E, F, and G. Note

+ +- + G thattheformofthecouplingin(15)and(16)resultsina
finis discretization in which therm is strong diagonal dom-

( E. E, \mic in the resulting matrices. This feature is essential*
Fat + Do , for a stable algorithm. A second-order accurate finite-dif-k- .E. fetence scheme for the coupled (15) and (16) is given by

(16) the following.

where - 2/, 2 and - ( +/,,)1 + (0/,)2. Equaton 1 "(1)'"(i) - 2r(i) + I(i)
(IS) and (16) an first solved simultaneously for Fand G (At)
at the latest dme step by using a second-order accurate •(1 -
flniw-dai erence scheme that operats on data for the cur- + A (F'(i) 2 (
re -value of D a previous values ofD, E, F, and 0. WO /
Only two time levels of swmap am required with this ap- ( , -
prnch. Than, he laWstvalue ofE Ecaabeobeaned vla a + (I +
Newton's iteration of the following equation, using the + ax(kE(i))
new values ofD,. F, and a. (P""(i)+ F'"(I)\ "

(17) 2
400. + a% ME,") + [(j .)lej°:()

This algorithm, as giv by the system (15) to (17), de. -. + (E(i))
termines values of E, and P, so that (3) is satisfied. This yO') + G4 'Q'
procedure. combined with the usual FD-TD realization 2 2
119) of (1) and (2), comprises the complete solution / 0,, - e.) (DR* 1 (i) + IRM
method. +E 73° )( 2

"M, ALQoo• (20)
In this section, the fllte-dIffertC equaions [20) wWi 1 (G'"(i) - 2GO(,) + ON"(,)

be described th"s am used to solve Maxwell's equatious, 50 (!)
(1) and (2). as well a the equaions that account for the
nonlnea and di v ets contained in the Polariza -G (1) _ (G
S don. (15). (16), ad (17). Let a region in space-time, + At (..
xit, (ow..dmnueionl), contin a lattice of points with co-
ordinatis (i. n) for D#x, t) and Ex,. t) and y + (1/2, n + 1 + I - a)+"(E;(+)))
+ (1/2) for HM, O. This computadonal grld will be used + orx+)(E,(i))'j
to implement the standard lespffoS algorithm [19), kbown I( +
as the D .D method. (G:÷(' G" ()

Using the FD-TD approach, the fdite-difference equa- 2
dions for (I) and (2) am given, respectively, by E,+ Ar g(,)(F'(1) +F"-`(i))

"; /? (( + l) - +(+ + 0)
At 2/ 2))( ~ ( ~i +

S(18) (21)
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Finally, the new values Dr " F"", and G'"'are used 1.00

in (17) to determine E' ', by using an approximate New- 0.7s
ton iteration procedure as follows.

0.50

E D - - (! - 0)XE•G÷ .2s

p - 0 ,,2, -. (22) 0.

-0.225
Here EP - E" for p = 0. For the results shown in this
t.sper, the iteration process was stopped at p - 1, since -0-50.

sufficient accuracy was obtained at that step. Having de-
termined E' * 1, the solution process, given by (18) to (22)
is iteratively repeated to advance the electromagnetic field -i.oo

20 i0 10 140 I
to successive time levels. Distance (p)

Fig. I. FD-TD results for tihe opucal soliton carier pulse after propaglt-

RESULTS 
ing 55 jam and 126 jim.

Now results [20], [211 of the integration of Maxwell's
equations will be presented, including soliton dynamics. tains its amplitude and width. Also, a second low-anpli-
A pulsed optical signal source is assumed to be located at rude pulse is seen to move out ahead of the soliton. The
x - 0 at the initial time : - 0. The pulse is assumed to carrier frequency of this 'daughter" is upshifted to -4.9
have unity amplitude of its sinusoidal-carrier electric field. x 10" Hz, approximately 3.6 times that of the soliton.
a carrier frequency f, - 1.37 x 10"4 Hz, (W, - 8.61 x Also, in both the linear and nonlinear cases, by observing
10'4 rad/s), and a hyperbolic secant envelope function a video of the pulse evolution, it was noted that the phase
with a characteristic time constant of 14.6 fs. Approxi- velocity of the carrier was substantially greater ttan the
mately 7 cycles of the carrier are contained within the group velocity of the envelope. In the video, waves would
pulse envelope, and the center of the pulse coincides with appear at the rar (left) side of the pulse, advance through
a zero-crossing of the sinusoid. To achieve soliton for- the pulse and disappear from the front (right) side of the
S mation over short propagation spans of less than 200 #, advancing pulse. Such observations of the carrier prop-
we scale values of the group velocity dispersion 02 and erties am readily observable in the present formulation.

the nonlinear coefficient x(). For example, let: e, - 5.25; To further verify that the main pulse in Fig. 1 had the
e,, - 2.25; ut - 4.0 x 1014 rad/s; 8 - 2.0 x 10' s-1; characteristics of t soliton, in [15), a plot was presented
X3) = 7 x 10-2 (V/m)-2; o - 0.7; 71 - 12.2 fs; and of the Fourier specumus of the main pulse at the two times

-2 - 32 fs. (The last three values are from [7].) This re- that are shown in Fig. 1. The figure showed a 4 THz red-
suits in 02 varying widely over the spectral width of the shift and sharpening of the spectum as the soliton prop-
pulse, i.e., from -7 to -75 ps2/m over the range (1.37 agates. From GNLSE theory, the redshift is predicted due
± 0.2) x 10" Hz. Finally, by choosing a uniform FD- to the Ramsa effect [7), (10] occurring as a higher-order
TD space resolution of 5 nm (sw N/300), the numerical dispersive nonlinearity modeled by the function gQ(t) in
phase velocity error is limited to about I part in 10', which (12).
is very small compared to the physical dispersions being Last, we consider the collision of two counter-propa-
modeled. gating solitons. Each is identical and has all of the param-

First a calculation was performed for the linear case eters of the previous case. As is characteristic of colliding
(3) - 0), in which only the effects of dispersion would solitons (221, we find that after the collisions both main

act on the pulse. As shown in [151, the results showed and daughter pulses separate and move apart without
significant effects of dispersion after a propagation dis- changing their general appearances. Fig. 2 shows the
tance of 150 ;m. These efftem included pulse broaden- counter-propagating solitons at 20 000 time steps; at this
ing, diminishing amplitude, and carrier frequency modu- time the two main pulses are approaching each other. Fig.
lation (>f1 on the leading side, <, on the trailing side) 3 shows them at 25 000 time steps; at this time they are
which causes an asymmetrical shifting of the envelope, a nonlinearly interacting. A video of the collision showed
higher-order dispersive effect. These qualitative features violent changes in the solitons during the interaction pe-
of the effect of anomalous dispersion have been predicted nod, with severe increases and decreases in the amplitude
[16), but until now have not been computed by directly of the combined pulse due to the nonlinear interference
integrating Maxwell's equations. effects. Finally, Fig. 4 shows them at 30 000 time steps;

Fig. I shows the results for X (3) 7 x l0" (V/m)"Q. at this time they have passed through each other and are
The pulse is plotted at n - 2 x 10' and 4 X 10' time separating. However, there are lagging phase shifts due
steps, corresponding to propagation to x - 55 um and 126 to the collision: 12" for the carriers in the solitons, and
um. The nonlinear effects balance the linear dispersive 31 " for the carriers in the daughters. (At 30 000 time
effects, yielding a rightward propagating soliton that re- steps, the phase shift due to numerical error is approxi-
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case and the collided case, with both curves at exactly
too 30 000 time steps of the algorithm. It clearly illustrated

the phase shift of 31*. Such precise measurements of
phase shifts, not easily obtained by GNLSE theory, are

o80 |readily displayed by using results from the present for-
ja- mulation. Also if an amplification of these phase lags*

0.00- •could be obtained by varying the parameters in this cal-

G culation, such a phase lag might form the basis for an
optical switching device.

-o80 For these calculations, less than 350 s of CPU time were

•0-75 required on a Cray Y-MPS/832, which is a small amount

-tWo- of time. Hence significantly larger calculations are feasi-•
ble on present-day computers. For example, the propa-

O• . 4 o 41 GU 100 OW 14&0 gation of larger pulses, such AS picosecond pulses, may

Dixtani (A4 be possible. M modeling of any pulse over long dis-

.at 20 00 e tuces, such as meters or kilometers, may be possible by
Fig 2. Couwr-pmlpa~g Smilton t20 ithe use of scaling on the parameters that characterize the

material. In the case considered in this article, the values
LSS- of the linear groujp velocity dispersion 02 and the nonlin-
_oo. ear coefficient x°) were scaled to values that are orders

of magnitude larger than those that occur naturally in op-
tical fibers. By use of these scalings, the effects of linear

0 or. dispenion, nonlinear dispersion and nonlinear instanta-
o. 8 - neous response took place over the short distance of 200

m-m.

-am - V. CONCLuDiNO RBEMA

--&5- •o•Optical switching, which is based on nonlinear optical
responses, has become an intense area of research [6) fol-
lowing the advent of the laser. Currently. many materials

S,,, ,are being investigated [23) for their nonlinear optical
Dxa.bee (A) properties for various applications, including optical

F. Iswitching.
Pig, 3. Couawr-mpmga ~litof - oo ~am ,•.A new algorithm has been developed that permits, for

the first time, the direct time integration of the full-vector,
Las. -nonlinear Maxwell's equations. This new capability per-
too- mits the modeling of linear and nonlinear, instantaneous

and dispersive effects in the electric polarization in ma-
terial media. The modeling of the optical carrier is re-
tained in this approach. Using this algorithm, results are

om. presented of flirt-tinie calculations in one dimension of
the propagation and collision of fenstosecond electromag-

am. netic solitions that retain the optical carrier. The nonlinear
-on - modeling takes into account such quantum effects as the
-omo. Kerr and Raman interactions at distance scales larger than

about 5 am.
The novel approach discussed here is a fine-grained di-

rect time-domain numerical solution of Maxwell's equa-
- tions that rigorously enforces the field vector boundary

0.0 0.0 4.0 MO. SU 100.0 0 140A conditions at all interfaces of dissimilar media, whether
Distarwe !,,) or not the media are dispersive or nonlinear. The new ap-

Fig. 4. Cou,,r-Pmpting solito.. at 3U JOO dins teps. proach is almost completely general. It assumes nothing
about 1) the homogeneity or isotropy of the optical me-

mately equal to one-third of a degree.) To illustrate the dium; 2) the magnitude of the nonlinearity; 3) the nature
phase lag due to the interaction, in [151, a plot was pre- of the material's w - 0; or 4) the shape, duration, polar-
sented of the space dependence of the central part of the ization, and numbers of the optical pulse(s).
righrward-moving daughter for the original uncollided By retaining the optical carrier, the new method solves
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RE-INVENTING ELECTROMAGNETICS&
SUPERCOMPUTING SOLUTION OF MAXWELL'S
EQUATIONS VIA DIRECT TIME INTEGRATION

ON SPACE GRIDS

A. TAPLovE
Depiar'11e01t Of Electric EAngieein and Computer iciezice. McCormick School of Engineering,

Northwestern University, Evanston. f L 60208-31 IS. U.SA.

A1110=1--Tha Pape swnaLia' the pewnt state and future directions of applying finita-dfference and
finte-vOlume time-domaill techniques for Mwe*U's equations Ott inpusersap to model complex
electromagnetc wave interactions with strUcture. Applications so far bave been dominated by radar
crous-sation technology, but by no means awe limited to this area. In tact, the pins we have made place
us on the threahold of being able to make tremendous contirbutions to non-defense electronics and optical
technology. som or the most intereastn imazob in these commercial areas is jummarize.

I. D'4ODUCflON grated circuits;- bio-electromagnetic systems;
Defese equremnts or eropac vehcle haing high-speed interconnects and packaging for elec-

low radar crosssection (RCS) have driven the devel- rof acte digitlciruis; allorptical tioen incodluds
opment of large-scale methods in computational ofeAtoseodeswitches; andl-ogica gaevii. ldn
electromapzetics. We have an anomaly that the effec- etscnswchsadlgcae.
tivenes And cost of such state -of-the-an t Overall, advances in supercomputing solutions of
depends upon our ability to develop engi!neering MaSZWtIJ equations based on their direct time
understanding of century-old basic scence, integiation 00 space grids ptm~ us on the threshold
Maxwell's equations (ca 1870). Reently. direc Of being able to make larg conuributions to dual-use
space-grid time-domain Maxwell's solvers have been electrontics And optical technology as well as RCS
the Subject of intense interest for this Application, technology. tn fact. I claim that solving Maxwell's

fhllesng previously dominant freqeny-domai equations At uitr&-arg scale will pernut us to design
integral equation approaches. devices having working bandwidths literally from

This Paper summarizes the history. present State, d.c. to light.
and possible future of applying space-gnid time.
domain techniques for Maxwell's equations to model L. THE STATE Of THz ruLwwa4A3J
complex electromiagnietic wave interactions. As WIVIVOD or MOKEW115
terafiop-class supercomputers permit structures of Th moeigo niern. ytmivligE
IAzinamo Complexity and siz to be modeled, the ThmoeigoennengstmsivlngE
old/niew theme of Maxweills equations/RCS design Wave interactions has been dominated by frequency.
will be seen to r`1ur in areas that cut a wide swath domaint integral equation techniques and high.

thrughthecoe o ejctfcl eginefiil %c wllfrequecy asyMPtotics. This is evidenced by the
chougn h oeo lcrca nieng ewl almost universal use of the method of moments

(MOM)"3 to provide a rigorous boundary value
* The s~tat Of the flaBMaUitr method of moments. analysis of structures and the geometrical theory of
* The hitor Of spaCO-gridl tiZe-doman tech- diffraction (GTD)" to provide an approximate

niqu for Meaweil's equations. analysis Valid in the high-f~requency Wlimt However,
*Te stAUe Of =isting algorithms and meses: A number Of important contemporary problems inbas"s primary u.preditve dynamic rang. EM wave engineering Arn Dot adequately treated by"* Scaling to peW as of >.l 0hfeld unknowns. such models. Complextities of stlucture shape and0"* Future deesctoaWtICS nelds 70 dB 1t110 a" Composition Confound the GTD anaysts;
dynamic rane; modeling of complex and and structures of even moderate elect-ita1 size'
Composite materials; Optimization Of Materials (spanning ftve or MOre wavelength$ in thive dimen-
And shapes (fo RCS; integrated RCS and aero- sions) present ver difiut computer resource scAting
dynamics design and optimization; target problems for MoM.
identification. The latter problem is particularly serious since

"* Future dual-use electroruagnetics needs: antenna MoM has provided virtually the only means
design, microwave =.d millimeter wave ante- of dealing with the non-metallic materials now
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commonly used in aterospace design. Consider IS.- I. WJT0VOFYOSPAC&GaID TRME-DOASAIN TECHNIQUES
following: FOR hIAX WILL' 9QJATIONS,

Deftne 4.,., as the characteristic span i'f A flat- The problems imwolved in applying frequency-
conhigured tup~t and J. as the wavelength of th domain. dcnwetrnix MOM technology to large-
impinging radar beam such tha the electuical scale RCS modeljing have prompted a rapid recent
surface area of the target (in seuare wavelengths) is exaso of iners in in altenativ class or non-
2(d4./A$)`. Assume a stw4&14 'iang~ar sufc matrix s~prosches: cuwect space-grid tirne-domain
patching implementation of thr electric fli@& integral solverrs for Maxwell's time-dependent curl equations.
equation with the surface ame or t tage di The new approaches appear to be as robust and
u~etuzeO at R divisions per 46 Tmci the number of accuratet as MoM, but have dimensionally-reduced
triangu~.r surface patches is given by 4,R2(dwdAo)`; computational burdens to the point where whole-
and N. .he number or fild unknowns, is given by aircraft modeling for RCS is becoming possible at

* RI(d,,.JAI)1. Ir fact. N is the order Of the MOM frequencies above I GHz. They art analog0ous to
system matrix. i'With R usually taken as l0 or greater exstn mesh-based solutions of fluid-flow problems
to properly uniple Lie induced electric curn diti in that the numerical model is based upon a airect.
bution on tl-.e target surface, we see that N rise above timcdoiain solutian of the governing partial diffier-
10,000 for 4.,, greater than 44. Further, wea eritisJ equation. Yet, they are very non-traditional
that N increase quadratically as A. drops (rearx approaches to CEM' for engineering applications.
frequency increases) and the com~putational bujrden *he frequency-domain methods (primarily MoM)
for LU d icompolition increases as the sixth, Power Of have dominated.
frequer..y (order of N'). Table I summarizes key developments and publi-

Let us see what t~his means in terms Of programI cations in tLe history of direct space-grid time-
running tim for the recently introduced CRAY domain solvers for Maxwell's time-dependent curl
C-99 supercomputer. Pimt assume that do" is on equadens. As can be seen, both the pace and range
the order of 10m, perhaps typical of a jet fighter- of applications of 1)-il) and oilir time-domain

* N rise above 40,000 at a radar frequency of 240 Mlb grid-basea Aodels of M~axwells equations ar e x-
and the CRAY C-90 running "-me is pljected to be pendin rapidly. These efficient volumetric st~utions
less than 3 h, based upon much experience with dw in the time domain are making possible applications
CRAY Y-MP,8$ machine.'Up an octave to 480 MHz. ini areas far beyond thoue of the method of moments.
NV increases to 160,000 and the C-90 rjnning dm in thisl regard, this paper seeks to explore selea. 4d
projects to be 8 eays. a 64-told (2') irause. Up areas of high promise,
still another octave to 960MHz. N increases to

*640,000 and the C-90 running time projects be . S7ATE Of 113 MG ALORINM AND MESHERS
I year, S M jniths. The latter assumes ftht: (a) we
have enough disk drives to store (he trillion-word 4.1 - UAwis
MoM matrix; (b) we fizd acceptable the error FD-TD and FV-TID are direct solution methods
accumulation resulLng from the million-trillon for Maxwell's equations. They emplay no potentials.
floating-point operations on MoM matrix elements Rather, they are based upon volumetric sampling of
having prrnsions of only perhaps I parn in 10.000, tne unknown near-field distribution (E and H fields)

*and (c) the computer system stays up continuously within and surrounding the structure of: interest, and
for over I year. over a fieriod of time. The sampling in sp:ce is at a

It is quite ci-4r that the traditional, full-matrix sub-wavelength (sub-A0) resolt~tion set by the user to
MoM computati 3nal modeling o an entire aerospace properly sample (in the Nyquist sense) the highest
structure such as a fightet plane is at present impratc- near-field spatial frequencies theught to be important
tical at radar freqmiuec. much above 500 MHz, in the physics of the problem. Typically, 10-20

*dspite advances ii6 supercoriputer hardware end :amples per illumination wavelength are needed. The
software. However, radar frequencies of interest go sanp~ing in time is selected to insure numerical
much higher than 500 MHz. i.) fact up to 10 GHz stability of the aigorithn'.
or more. Much researh effort has been expended Overall, PD-TD and FV-TD are marching-in-time
in wenving altaiaative iterative frequency-domain procedures which simulate the continuous actual EM
approaches (conjugate grodient. spectral. etc.) that waves by sampled-data, numerical analogs propagal-
preserve the rigoirous boundary-integral formulation ing in a computer data space. Time-stepping con-

* of MoM while reali ng dimensiorAll) reduced coni- tinues as the numerical wave analogs propagate in
putational burdens. These would permit, in principle, the s,~ece grid to causally connect the physics of all
entire aircraft modeling at radar frequencies well regions of the target. Nil outgoi.ig scattered wave
above 500 MHz. However, these alternatives m;.y analogs ideally propagate through the lattice trunca-
not be as robust as tae full-matrix MoM, that Lion planes with negligible reflection to exit the
is, providing results of engineering vaiue for a wide region. Phenomena such as induction of surface
class of structures w thout the user wondering if the currents, scattering and mu1' .'lie scattering, aperure

0algcrithm is co, verg'ed, penetration and cavity exci'ation are modeled time
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Table I. Ptrtiai history of spo-uid time-domatin tabitiquu for Muxwelit equations

1946 Yes' described the basis or the finst spacs-grid timt-domain technique later called the slutte-differenice
time-doinain (FD-TD) method. PD-TI) implements the spatial derivatives or the cuff operators using
afl:' di'l ti - i in regular interleaved (dual) C~aresiani spac imesh for the electri and mareuc: fields.
S'::Vp 6.ipfr-. time integration is employed

1975 T-.Do di spi. Br-dwin published the correct numerrical stability criterion for Ya's algorithm and the first
grid-ba."~ time-integration of a two-dimensaonaJ1 EM scatte~ring problem all the way to Ube sinusoodal0
steady stats.' as well as the lint three-dimensional grid-besed computational model of EM wave
absorption in complex. inhomogeneous biological tissuess

1977 Hotland" and Kunz aid Lose applied the Yea algorithm to eleetromalapetic pulse (EMP) interaction
problems

1980 Tallove coined the term -FD-TD- and published the firs validated PD-TD models of EM wave
penetration of a three-.Ajmenional Meta cavity"

19111 Mur publishied an eccu. ite W iumerically stable second-order radiation boundary condition for the Yee
rIid

19112. 10113 Umashankar and Tallby. published the Ant FD-TD EM wave scattering models computing near fields.
far Gid and RCS for two-dimensional structures" and thirce-dimmnsonual structure"

1"17, 1911 Kriegsimann and coworkers introduced moderm riadiatica boamdlary condition theory to the eng neering
EM communmity'""

1981- Sullivan. Gaindhi. Tahove and coworkers commenced publishing a series of articles applying FD-TD
to model EM wave interactions especially hypertheemia. with complex tkre-dirnensional models of
humaens' -1

19117- Tallove, I'masbankar and coworkers introduced contour-path, subcalU techniques to permiut FD-TD
modeling of EM wave coupling to thin wire and wire bundles," EM wave penetration through cracks
in conducting scrensu and conformal surface treatmetts of curved structuresu

I91$- Finite-elemnt time-domain (FE-TD). body-fitted finite-volume time-domain (FV-TD) and unstructured
or partially uanirctured meshes for Maxwell's equations were introduced by Cangellars eta/, Shankar
et al.,3 Mc~artin et atl.. and Madsen and Ziolkowski1'

19119- FD-TD modeling of osiptai circuit interconnects and microstripe was introduced by Liang et W.,is Shibata
and Sano,'0 Shen or al.* and Ko and Misttm2

1990- FD-TD modeling of firequancy-dependent dielectric permittivity was introduced by Luebbers et aI,.1 and0
Joseph s: al.-

1990-- FD-TD modeling of antennas was introduced by Maloney et at.w Tirda &and Balanis" and Katz et al."

1990- PD-TI) modalinq of picosecond optoelectronic switches was introduced by Sano and Shibatai` and
m-0*Azwy el al.

1991- PD-TI) modeling of the propagation of feutosecond optical pulses in non-linear dispersive media was
introdumd by 0ocoan a&d Tafly." and Ziolkoweki and Judlans"

1992- FDTD modeling of lumped-circuiit elermnts (uaistor,. inductors capacitors, diodes and transistors) in
a two-dimendional EM wave coda was introduced by Sui.:e al."

stop by time step by the action of the curl equations a target spanning 104. at least 40 cycles of the
analog Self-consistency of these modeled phenomena incident wave should be time-stepped to approach
is generally assured if their spatial and temporal the sinusoidal steady state. For a grid resolution
variations ame well resolved by the space and time of 4,10, this cotnupoods to 800 time steps for
sampling process. In fact, the goal is to provide a FD-TD.
self-consistent model of the mutual coupling of all of (2) Targt: Q factor. Targets having well-defned0
the electrically-small volume cells comprising the low-loss cavities or low-loss dielectric compositions
structure aind its near Wed eve if the stracture spans may requir, the number of complete cycles of the
tens of A, in thre dimensions and there are teos of incident wave to be time-steppqed to approach the Q
millions of space oells. flactor of the resonance; because Q2 can be Large even

Timestepping is continued until the desired Late- for electrically moderate size cavities. this can dictate
time pulse response or steady-state behavior is ob- how many time steps the FD-TD or FV-TD code0
srved. An impotant examople of the latter is the must be run.

asinusoi hy ~udal dlysttw epvnteindente wand tise In the RCS area targt electrical size may often be
asumedi to havine~ a daso deedt n ie the dominant factor. Cavities far RCS problems
MpehWis cohnbtsinusounidlall riepldsion. ts isamplinge (such as engine inlets) tend to be open and therefore
qregin exohe ibit ing olaplitue pe nciple. Ths satnsie. moderate Q; and the use of radar-absorbing material
numerical experimentation has shown that the num. struM)tsrves. frhrt e eteQfcoso
ber of complete cycles of the incident wave required~5t~taS
to be time-stepped to achieve the sinusoidal steady 4.2. Primtas rytpe~s
state is a function of: The primary FD-TD and FV.TD algorithmas used

(1) Target electrical size. For many targets, this today are fully explict secod-order accurate grid-
requires a number of time steps suffcient to permit based solvers employing highly ectonizable and
at least two front-to-back-to-front traverses of the concurrent schemes for tiwe-marchnag the six vector
target by a wave analog. For example, assuming components of the EM near field at each of the
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volume calls. The explicit nature of the solvers is -Advuatage: mapping of the logical mesh onto
maintained by either leapfrog or predictor-corrector a parallel-vector computer or massively parallel
tim intwSation schesnes. Second-order accurate computer is straightforward.
radiation boundary conditions an used to simulate -Disadvantage: relative e the baseline Yee

* the extenion of the problein space to infinity, thereby algonrilt, extra computer storage must be allocated
minimizing error due to the artifactual reflection of to account for the three-dimensional position and
outgoing numerical wave modes at the mesh outer stretching factors of each space cell. Further, extra
boundary. computer arithmetic operations must be performed

Present methods differ primarily in how the space to implement Maxwell's equations at each cell and/or
grid is set up. in fact, gridding methods can be to enforce EM field continuity at the interfaces of
categorized according to the delete of structure or adjacent cells. As a result, the number of floating

* regularity in the mesh; point operations needed to update the six field corn-

(I) Almost completely sitnicnerM Space cells more ponent at a space cell over one time step can exceed

than one or two cells from the structure of interest that of the Yeealgorithn by as much as 20:1' thereby

are organized in a completely regular manner, for increu wevii times by the same amount with

example, using a uniform Yee Cartesian mesh. Only respect to FD.TD.

the cells adjacent to the structure anr modied in sie -Disadvantage: artifacts due to refraction and

and shape to conor lly fit the stucture surface."-" refl&ction of numerical wave modes propagating
dacoss global mesh distortions will be present. These

-Advantage: computationally ecient. because errors am because the phase velocity of numerical
there an relatively few modified cells requiring wave modes propagating in the mesh is a function of
special tore to locate th• cels in the mesh and position in the mesh. as well as angle of propagation.
special computations to perform the field updates, 1n These artifacts are impora.nt for three-dimensional
fact, the number of modified cells (proportional to structures having substantial 9M coupling between
the surface arm of the structure) becomes arbitrarily electrically disjoint sections, or teentrant regions,
small compared with the number of regular mesh cells and way limit the predictive dynamic range
as stuctur size incvrses. As a result, the computer (therby limiting the ability to model low-observable
memory and running time needed to implement a suutur").
fully conformal model can be indistinguishable from
that required for a stepped-surface model. Further, (3) Compltiely wumnectured. The moace containing
an ultra-fast, minimal memory, Yee-like algorithm the structure of interest is completely filled with a

• can be used for the regular space cells, colection of solid cells of varying sizes and shapes,

-Advantage: mapping of the mesh onto a paral- but conforming to the structure surface.'
lel-vactor computer or massively parallel computer is -Advantagpe: jmetry generation software
straightforward. is available. This software is appropriate for

-Advantage: artif'act due to refraction and refiec- modeling extrenely complicated three-dimensional
tion of numerical wave modes propagating across shapes poshib:y having volumetric inhomogenei-
global mesh distortions are not present. This is ties, for exua.e inhomogsenous radar absorbing

* especially important for three-dimensional structures material.
having substantial EM coupling between electrically -Disadvantages: the same a for the body-fitted
disjoint sections, or reentrant regions, meshes.

-Disadvantage: geometry generation software -Another disadvantage: mapping of the logical
for this type of meshing has not reached the mature mesh onto a parallel-vector computer or massively
state achieved for other types. Considerable work parallel compute. is not straightforward.

* -remains. At present, the .,timal choice of computational
-Disadvantae: thin target surface coating do algorithm and mesh is not obvious. Clearly, there are

mot cdehorm to e mu boundaries. These are best important tndeoff decisions to be made. For the next
modeled lm using surfae impedances. several year, we car expect considerable progress in

(2) ody-fi•ted. The space grid is globally distorted this area as various groups develop their favored
to fit the shape of the structure of interest.' Effac- approaches and perform validations.

* tively, a coordinate transformation between a non-
Cartesian physical mesh and a Cartesian logical mesh
is implemented. For computational modeling of the RCS of aero-

-Advantage: well-developed geometry generation space vehicles (especially low.observable vehicles)

software is available from the CFD community- using space-grid time-domain codes, it is useful to

Aerodynamic shapes appropriate for the RCS prob- define a predictive dynamic range, D. analogous to
lem are nicely handled the "quiet zone" figure of merit for an experimental

--Advantage: thin target surface coatings naturally aniecooic chamber

conform to mesh boundaries. D - I0 log(P I/Pn"') decibels.
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owhe P` i the Poam densty of a 11ode1ed incident Is more dynamic ramp neede? Cortainly ye&,
plans wae dhseq ce nd, and P000 sthe ifa bowajob isto bedone inmodeling spea-Uy

minkimu. obsemb~le locel power denaity of a mod. shaped tarpts having low obeervability features. A
clo samusred wae at any bistatic angl. At levels good ampl of such a shipe is the NASA almood,'I
lowe than this the accuracy of the computed scat- which has be= demonstrated to have monostatuc
tireGd ad degrades to poor ertan I dB (or some KCS variations of 6045 or mown occurring over
other rosritlon). broad angular nunpi Howeve, poing from 40 to 60

Thts definiton muodinerly quantifies the realty that or 70 dB will Mo be somple: We .if require the
weak physial aumarical wave analogs propeptin* development of advanced radiabtio boundary con-
in the space grid ezis in an additive, noise enviroamet ditione having reamiv recxtion coekients of 0. 1%
due to the non-pliysical, ptopagatin wave analop or bettrn. thereby edsnng this contribution to the
caused by the imperfect radiation boundary con. Vid owby20d 9 orrmmdandw e wllave to shlu
ditiona. In addition to additive noise the 4dured to spscsmampllag time-integration algorithms hay-
phyical wave analo undero gradual propeneive ing d~mensonaly better accuracy than the second-
deterioration while propagating due to accmulating order procedures coumma. today. A 20 d9 reduction
onumrialdisperwn amrtacts ncuding pbawvae elty in the grid notese contribution due to dispersive effects
aistotropie and inhocop ueits within the mesh. accumulating a. propagating numerical waves Ls

Sinm 1902, reasearcers have accumulated solid needed to permit the use of grid resolutions no finer
evidence for a predictive dymnamc ranga of the order than those of today's algorithms.0
of 40 dB for the Fipresen1t cbas of second-order
acorrate specs-rid =&m-domain codas when used to ~ ~ i SARTA
calculate MOnoerac and bisftac RCS. Thi valis as FEW WAR~Owr
reasonable if one conudmes thu additive nows du to
imperfect radiation boundariess to be the primary "Y 814 r~nP061.. ads, is ,vedr
limiting factor, since mxisting seciond-order radiation Tbve*4imuwioca letoagei wave inter-
boundary conditions yiMeld ecti reflection co- aiction pr'*kms modeled on volumetric space grids at

efients; of about 1% (- 40 d9). with an additional the sin WWve of W0 unknowns be&i to have major
factor of perhaps - 1045B provided by the normal eoneiss~ig apptinstoex. For example, these might
F-14 rofl4 (intw dimnson) or uP' rollot (in incldu. eto" Ibtw plmm Wumlnated by radar at
threw dimension) experienced by the outgoing scat- I0H Ofs d above; =tire psrsonallcomnputer-size
taxed waves before reaching the radiation boundaries. multi-laye circuit boards modele layer by layer for

* FiguRre I illustrt a typical result for bistatic RCS digital signa propaaton crosstalk and radiation;
* ~dynamic rmap when usng Cartadan-gid FD-TD and entire mmtostrip circuits and antennas.
* ~with automated lowa mesh contouring to conform, to At this level, the poals ame to achieve algor-

curved ftapt surfaces. Heme the sattering powesry itha/OMPuter architseture scaling such that ror N
coosists of two I Ardlkanste metal spheres separated field uaknowto to be solved on Md processors, we
by I As air pap, and the FD.TD Vild has a uniform wiph to approach an order (N/Pd) scalin of the
spow resolution or 0.05 4 The benchak daLLarcn computational moeigtim.
pro~vided by a quasi-anlytic trequency-donsala ap- ,
proach. the gmeralind multipole technique (GMT).4352 ordmwffats

Us there a "buet" EM coomputational algorithm to
MO______ approach the ideal order (NV) scaling of the compu-

tationa moadelng tme? A consensus appears to be
amerpna that the class of moo-matrut, space-grid

tim-doainsolershasthe moat promise. It robust
alorthms for spaia or domain decompositionTM,
cannot he achieved, the dinr of matriji-buined fre-
quency-domain methods may rade as a viable alterna-
tive because of difficult computational and erro
Propagation Problems associated with any larw
maulix. whether demo or spars.

Lot us no cosie the factors involved to deter-

non-matrix, spes-grid time-domain solvers.
-40. 16 i (1) Nurhr.M of grd ceflia, N. The silt vector electro-

Degresmagnetic IeSM components located at each grid ceU
FIS.L CMPIZMORof F-TI andPeaalin murilwmut be updated at every time stp. This yields by

tahIqm dwAa for the bioatic Ics or two w. diameteritef&orr(N cl&
spheres separsned by a I-si garpp. Wfuminatad at oblique (2) Nwnber of slion steps. A completely self-con-

in~m. mistr solution in the time domain mandate that

_____ **.~~~~~~. ~A238...................*
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nueical wave analop propagate over time sealks of available processors equals eight) have been
sufficun to causally connct sao* portion of the achieved with the CRAY Y-MP/8 under the CRAY
stucture of Interst: Therefore, in three dimensions, autotaskiag (automatic mulitatsking) compiler for

itco be argued that the number of tine steps, FDTD and FV.TD. Average processing rates ex-
Wmaim.. as a characteristic electrical length of the ceedial; 1.6 GOiops were achieved for full FORTRAN

*stn~uav and thus a fractionial power function or programs. Performnance scaling looks excellent at
NV each as N11. The number of time steps must least through 16 bigh-performance: (CRAY C-90
a&o be adequate to mac through "ting-up" and clas) promesors. cuuece o I.I

"rng-dofwu* times of energy storage features such as (2) Good to very good ocmcifr DT
cavities and covity-backed apertwuo. can also be achieved using the JPL/Intel Hyper-

(3) Cuwmdate proppqsriori grim. Additional cube. Performance scahln looks good into the bun-
computational burdens may arise due to the need for dreds of moderate-porformaoce (Intel 1460 class)
either progressive mesh refinement or progressively processors.
higher-socwuacy algorithms to bounsd emulative pos- (3) For grid-based Maxwell's solvers. the CRAY
itional/pbase errrs for propapring numerical modes Y-MP and JPLfIote1 Hypercube machines wer much
im progressively eniesge meshess. Any need for easir to program and achieved substantially better
progressive mesh rehement would feed back to firactions of Wthi peak speeds than the CNI.2 Coranec-
Factor i. tion Machime when the CM-2 was progswummed

*It appears likely that for modt RCS problems, using the PARIS assembler.
Factors 2 and 3 will be weaker funictions of the size (4) The volumetric space-grid cim-domain solvers
of the modeled stucture than Factor 1. Ibis is are already mome eficient 0-tn sufface-pewbiing
because geometrical scatering features at increasing MoM. In one example,"' FE 11D was used to con-
electrical distane from each other beo-me more and formally model an electrically large (254A x 10 A x
more weaktly coupled' due to radiative and other 104A) three-dimensional serpe ntin jet engine inlet.
losses acting on eleevromapetic wave energy prop&- Here, the projected CRAY C-90 time is only 30s

*gating between the fuatures. However, at this time per illimination angle (involving tinmarching
there is insufficient expuuletsm irn the grid-based 23,000,000 vector fild components over ISM0 time
modeling community with thrue-diinensionsl sruvc- steps), or 1.6 days for 500 angles. to comparison,

cmin this elmctrically4arg size reomn to provide the standard MI-matrix MoM set up a dens
meAnlnAl1 comment. matrix of approximately 450,000 equations, assuming

that the 1500 1 area of the engine inlet is discretized
5.3. Cmrpw ar wchitectwm xoalbW factors at 10 division per 4 The projected CRtAY C-90

* Is there a -bes computer architeicture to ap- running time for LU decomposition and backsolve
proech the ideal I/order(M) scalin of the compu- of this matrix is about 4 months for 500 angles.
tational modeling time as the number of processors, Overall the spedup when using FD.TD would be
M. increased At presen rt, the optimum connectivity at least 75:1. with speedup factors much larger
of multi-processors is not clear. tn 1993, the following than this if we account for the likelihood of using
mitnufactun~j winl offer massvely parall1el machines FD-TD to evaluate the inlet RCS simultaneously for

* of varying architecture having claimed peak per- many frequencies by using an impulsive excitation
forinances exceeding 100 0dops (0.1 Tflop): and discrete Fourier transformation of the scattered

IntaL Para#=n field.
Cray Reassarcb: MPPO 5.5S. The Jet fighter model
Thinking MaschhnW CNFS. Consider again modeling a jet fighter, but now

In a"ddton, Cray Resecarch continues to develop in the context of FD-TD. Assuming dimensions of
*its line of conventional general purpose vector. 20 x 20 x 5 mn for the space grid and assuming a

9 1roeading supercoputers descendin from th radar frequency of 10GHz (A$ =0.3 m; resolution =
CRAY Y-MIP and C490 machines. Mw wil lea to 3 cm), the spewe grid would be of the order of 75,000
a 1004 + lfop general purpose machine, the CRAY 4@ (450,000,000 vector field components) and the
0"9, in 1994-199. FD-TD central memory requiremnent would be about

1.3 Oword. This central memory size is currently
$A. Ramdrr to dwe feasible with 1-4 billion-word memory options of the

A number of groups have i~mplemented largescale CRAY Y-MP sedes. Running time on the C-90 is
grid-based Maxwell's equation solver on vector-pro- projected to be in the rang 20-25 min pe illumina-
ceasing and massively parallel supcrcomputers.'JJ'""1 tin angle. Modeling of the fighter at radar frequen-
Sufficient experienc ha bee acuuae to jsiy cia of 2 0Hz and higher would be possible using
the following statements. well-known asynchronous outrof-core techniques

that permit 1/0 to and from multiple disk drives to
* ~(1) Coocurrencue very clos to 100% (iLe. an be performed concurrently with the floting point

algorithm speedup factor equal to eight if the number operations.
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4. w tji Omm -zcrO -m IfCa Mwe of modeling composite media in meshes is one
of fundemental electromagnetic theory rather than

Goa for computational * mode- numerical methods.mgs capaiideit in~the defense area have beon and
remain'drivei by "te design of low-observable air- 6.3. Optwzautim of materials and shapes for RCS
craft ýad missiles. Some of these goals am now Analogus to CFD, the availability of increasinglysummarized., sophisticated and accurate nurica analysis tools

for RCS presents the possibility of optimizing target
.:.': 6170d8 predl nigd , e vmaterials and shapes on the computer before any

A nose-canceling anechoic chambers become models ame constructed. Space-grid time-domainmore sophisticated and attain effective quiet zones models of scattering appear to be particularly useful
deeper than - 70 dB, it is deired to extend numerical for this purpose because of their potential for con-
modeling capabilities to this dynamic ranp to hal- taiing entire aircraft and their time-domain formu-
ance theory and measurements. Clearly, larger pre- lation. The latter permits modeling a very wideband
dictive and measurement dynamic ranges permit [and even ultrawideband (UWB)j radar illumination
structures of lower radar cross-section to be modeled in a single modeling run, as well as naturaland tested. Note that attainment of 70 dB predictivo time-windowing of the scattering response to focus
dynamic ranges is equivalent to the ability to suppma attention on the behavior of specific scattering
all sources of computational noise to amplitudes centers.
no larger than about 10-4 that of the incident For example, at least one published paper* reports
wave. This will be a very difficult challenge for any an algorithm to automatically optimize the RCS of acomputational electromagnetic& model. structure using space-grid time-domain techniques.

With respect to space-grid time-domain algor- The algorithm of Ref. 48 optimizes broadbanditbms, a primary challenge will occur in the area absorptive coatings for two-dimensional structures
of advanced radiation boundary conditions (RBIC). by embedding a FD-TD forward.scattering code in
In comparison with today's codes, a 40-d (100:1) a numerical feedback loop with the Levenberg-improvement is needed here in reducing the effective Marquardt (LM) non-linear optimization routine.
reflection coefficient of the outer grid boundaries LM is used to adjust the many geometric and consti-relative to outward propagating numerical modes. tutive parameters that characterize the target, while
It is not clear that this will be possible without FD-TD is used to obtain the broadband RCSa fundamental advance in RBC theory or direct response for each target adjustment. A recursive
numerical emulation of the noise cancellation used in improvement process is established to minimize the
the 70-dB anechoic chambers. broadband RCS response over a selected range of

bistatic angles using the available engineering degrees6.2. Modeling of complex and coposite teris of freedom. The solution is valid over the potentially
The usage of multilayer composites and cellular broad bandwidth (frequency decade or more) of thematerials for structural and electromagnetij purposes illuminating pulse used in the FD-TD model.

in aerospace design has markedly increased. These This approach compactly treats the scatterer shapematerials can have inhomogeneities and anisotropies and coating specifications as a single point in an
of their electric and magnetic properties at distance N-dimensional space (N-space) of geometrical andscales of a few microns, the thickness of one lamina electrical parameters. By repeatedly recalculating the
in a composite sandwich. Further, the electric and forward problem to obtain one or more figures of
magnetic properties can be functions of the frequency merit for the near or far-field response, this method
of radar illumination. Any conceivable electro. implements a gradient-based search strategy in the
magnetic analysis code will be very strongly chal- N-space to obtain locally optimum monostatic orlenged by the requirement to simultaneously model bistatic RCS reductions over the bandwidth of the
distance scales ranging over six orders of magnitude illuminating plane walve pulse. More globally opti-(from micrometers to meters) and frequencies rang- mum searches can be conducted by seeding the
ing over three orders of magnitude (from megahertz algorithm with a variety of starting points in the
to gisgahertz). N-space. The non-linear optimizer also permits

In fact, it may be unfeasible in the time frame of adding constraints so that the search path in thethe next decade to successfully attack the micro- N-space weights manufacturability and cost, and
meters-to-meters distance-scale problem by direct avoids possible forbidden zones.modeling. Most likely, this problem will be ap- Figure 2 illustrates the use of this method toproached by developing advanced electromagnetic synthesize an absorbing coating for a canonical two-field boundary conditions applied at the surface of dimensional structure, the infinite, perfectly conduct-
complex' composite media to nearly equivalence the ing right-angle wedge subject to transverse magnetic
fie!d physics of the underlying media without having (TM) illumination. As shown in Fig. 2a, the wedge
to rtnfine the computational mesh beyond that used in coating is a single homogeneous 5 mm thick ab-
the -ir region outside. If this is the case, the problem sorbing layer to the left and bottom of the wedge
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This case was purposesfully selected to represent a
entiag N.@pM*(low dinmiosia~lity, i.e. noccoating

+ layering was permitted. Given the simplicty of the
coating examined bets it is likluy that expandin the

*~dlimensionality of the automated cmarc procedure
would signihicandy increase the broadband RCS mit.

+ La iption. increas the raog of bittatic angles mitigated
for RCS and deamse the asenmitity of the RCS

* mitigation to the diumination angle.
Methods tuch as the above appear to be ideal

*OMCo 5 ii A for isnpleasentationa on massively parallel, multiple
*~ ~ .nwto multiple datastream (MIMND) computers.

+__0 Who 11101141146 IHem qsyteatic global meambho of the N~space of
~ ~ interst could be implememnted by assigning to each of

the hund-A at manors (or groups or processors)

KN-M &0 oft smanos P"' a spedii teed, or starting point, in the N-spaor. The
searches could proosed independently of acub other,

0~I fea m " d ulinating in an optimized engineering design for
= mes RCS.

6.4. Integated RCS and affodynonics kg"p amd
opt hnizatioe

In principle, the above ideas an be taken a large
us ~~step further by prforiming simultaneous, linke mod-

aling aOW optimution of RCS and aerodynaimi
kalf ohm performance. Amnc theae separate engineering goas./ Can Strongly mutually interact and even directly

conflict- Needless to say, automated, integrated
RCS/aero design as an ambitious goal--a tuw stand

-eachallenge--weDl worthy of the teradop computers
and 7041D dynamic mang electromtagnetic modelers

* .45 hopefully to come by the year I997
An interesting issue here is: -Should we use the

same computational mesh for both the RCS model
Fng. 2. MTDA#M syathethi of broadband abobn anu d the aero niodeM? At first glace this appears to be

OP a as WWe meaducting rlsght-angl wsp two- desirale SInM target geometry and meshing could
dbaajlm ml'n ame (a) wide ta" metn pamOy. then be shared by both disciplines and the nion-linearshSLe the amae-b oboratioa pomia (b) oplmd- 00imization software wou~ld deal with only ainitpzia Of the WMndAS" WWte Pula im the far gw nbider a e. oee.i i esca* ~~~~~~~for bko saa Wek the as scsd tigegemtydaabs. oee, ti es la

-dro mW milftn modScm that the extraorduanay 70 dB dynamic range needed
by the elcongeiamodel Can be Achieved by
"shoehorning" Maxwell's equations into current

vertex, joined via a miter. in am .caomgidned, th CFD meshes. The physics involved in the two disci-
coating is onumed to be isotropic aMind ependent of pine may be suAtIendly different to mandate
polstiona, while a the othe tine coating is partnitt a Maxwell-specillc mesh for the electroniagetic
to have an anisocnpy of the mageti Ies that is Model. The computer stompg and runnig t ime of

W=t Mad" oel (either in the left or bottom the elcrmgei.code and complexity of the
=oa). Th broadband Mulbnination, a Maw-cy*~ umbrella non-lowr optimization software may als
3.0016 tianeold pulse, is highly resolved every. factor into the chiceu of mesh for the electo-
wbIN by aimag a spm discmretiaion of As2=0 LM mnapeti= model.

aonMn optimiztioa is employed to minimime a
*WGISMI.d 4v of mosew~ neair-Ulenergy- as 6.5. Target i1ujVfcnnxie

obeme at the Might nesr4leld points indicated in An interesting observation is that the technique of
Fig. U*. From Fig. 2b, we me that the optimized embedding a spac gri time-domain Maxiwells
broadband bisatic RCS alitiPtion in the fa &Mel solver within A non-finear optimization algorithm.
(rato Of the Peak taunte1"d Puls Power with coating considered above in the context of synthesimg smat.
to the Pa scattered puls pow= without coating) tere having desired RCS properties, appears to be
for bistatic aglsW backeting the monostatc retur is UNefu in reconstructing the shape (and even the

34-3to -42 dB for the isotropiccoating and -44 to composition) of a target from its broadband radar
-60 d9 for the anisotropic coau"n.siate.
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Again consider the FD-TD/LM nion-lacar optim- front verte of the J-targt. with the incident plane
intion algrdithm. but with the optlmm geare to wav pulse having a spatial width comparable with

1epl1cat =Me finte measured impulsive scattering the 3.target span and beade toward the front vertex
nsonme - ather than replcate a zero desired mscte-. of the J. The principal a prloi information provided

ing r~me.P, Now, FD-TD generates a test pulse -to the optimizer here is the target composition:
respoms (or a parametrind trial targt thape or loeessu dielectric (#, m 2. 1).
composition. the test pus as compared to the Figure 3 exemoplifies hundreds or FD-TD/LM tO-
measured pulses. and an erro signal is developed. construction attempts where varying samples of
Working on this error sinal. the LM algorithm Gaussian nows (provided by a random number gen.
perturbs the original trial point in the N-space of orator) ame added to the simulated measured scatteed
parameters. dffectively conducting a gradient search waveform (a sequence of FD-TD-generaued num-
through this M-space. Upon repeated iterations, the bers). Using this technique. the probabiiity of exact
trials ideally convwer to the actual target geomeury reconstruction or the I-shaped target has been esin-
and composition. Thbe advantage of working in the mated as a (uinction of the signal-to-noise (S/W)
time domain is that causality can be exploited to power ratio. It hss heens found that the probability of
Permit Progresve and cumulative targt reconstruc- exact reconstruction exceeds 0.9 when SIN ratios
tion as the incident pulse wavefront moves across the exceed 40 dB. For lower SIN ratios, the .ecostruc-
target. This reduce the complexity of recostruction tion vproa ss appears to depade gracefully, as shown.
since only a portion of the target is being generted We see that space-grid time-domamn Maxwell's0
at each iteration. solver combined with non-hiowa optimizers that

Figure 3 provides examples or the ability of the exploit causality hold promise for the classic inverwe
FD-TD(LM nion-linear optimization technique to scattering problem. Further progress awaits study of
exploit causality and reconstruct a dielectric J-shaped this problem by morm groups in the Maxwell's
targe from mohnial two-dimnsonal TM nea-feld equations griddin community. Perhaps this will
data contaminated by additive Gaussian notse.* occur in the next S years.
Here, a single field observation point was assumed to
be located approximately 10 targt spans from the 7. nJV1 IDVAL-LU ILZClOMAGMrNCS 14

grid time-domain Maxwell's solvers on the 0.1-1
lfiop siapercompouters of the day to model the radar
cross-section of entire low-observable lighter aircraft
at frequencies up to at least 2 Gl~r throuh dynamic
ranges up to 70 dB; but, perhaps of more importance
to the interests of society, we will be using these sm

tawiein cutt ag-edge commercial applications.
Tsdiscussion will start with extensions of ecusting0

modeling Maxwell'$ equations on large scales.

7.1. Antwim dealgu
(bi ~This are includes the design of UHF/microwave

data links for worldwide personal wireless telephony.
cellular communications, remote computing andYadvanced automotive electronics (particularly car
location and navigation).

Here, we are ~seen that space-grid time-domain
Maxwell's solvers are permitting the modeling of
complicated antennas, especkialy those having finte

ground planes that cannot be analyzed using conven-
tional frequency-domain analyses based' upon the

Fit 3. Tyyimal Wbm of Oawma soes upon FD-TD/LM Green's function technique. Key recent examples
noni-bow optististioa inmme smsieiag wmutruelift include:
of a two-dimsmoaeal dielectri tagt" haviag amenrant
restures (a) SIN -dO d, eauct reco-tucton (b) (1) Maloney4i~ E V'-PD-TD models of body-o(-
S/N - l0d. sxamples of bmpeufe" MuOuuuctio (C) reivolution-type anonopoles and conical monopoles

SIN - 25 din, exmsples of imperfu ameostrywaou. over finte ground planes. Here, computed results
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tor the tranuiernt iedeca waveforms in the teeding patient-specilic electromagnetic hyperthwrmia. This
coaxial Oine and for the input impedances wm fon t d technology two electromagneti absorption at RFP.
to auee with inwasrments to better than 1%. UHF, or microwave trquencies to heut cancerous

(2) Katz: st uJM4--udice-confofminS PD-TO £umors insidet the human body, thereby rendering the
models of twaodlmenuional waveguide-fed baorn tumors more vualnerable to ioniang radiation or
antenas and horn-excited parabolic refectors. Here, ceohrpy. Raesit examples ot work include:
the computed molts tar nea-fields in the antenna 1 Wla'-treimninlF-Dmdl
apertures were found to agres with trequency-domain ()Sulan-tr.desoalD-Dm es
MOM numerical data to within I% in magnitud e at or F hypert~hermia tor human patients.

phase. ~(2) Pikst-May it a21/ thme-dlmensonall PD-TO
(3) Tirkas and Balanis"i-surtacs-confomn moel oUH hypertbermia specifically tailored to

FD-TD models at three-dimensional waveguie11d patients by Wing computed tomography (CT) snag.
horn antennas. Hems, the computed maults tar tar. ins to establish a thmee.dlinensioanl dieectric medium
kied radiation patterns wer tound to agree very well daabss "u to Mich patint's tises uetructure.
With meesuremenelts over a SS-da dynamic rangs. hil work is leading to the routine clinical usage at

(4) Thiele and Tallove*--sn perhaps the most eleictromagnetic bypertherinia tar cancer treatment.
complex modeling so tar, the authors are cosrut Time-domain solutian of Maxwell's equations an
ing three-dimensional PD-TO models of 6-11 0Hz VMS is seetia to this process because it permits
Vivaldifare (tapered SWo antennas) coMnstrute an eficiet, individual modeling at each patient
traom thfas-lyei circuit board& Hee boh"w t accommodate the electromagnetic field physics
Rarem double flares quad elements; comprised ot unique to his or her tissue geometry and selection at
perpendicular double-dlam and arrays of up to eight fiold applicators.
quad eIeens ane being modeled. The latter involve
the solution of up to 60.000.000 vector field un- 7.4. PAckWq8~ end metallik Inwrcowcj &$if" foo,
knowns. Results are being obtained tar radiation d4gWal cibndis
pattern and input impedance. The variation afthe This ame involves engineering problems in the
input impedance with phasing at the armay at quad poaain rstl n aito teetoi

elemnts s aso bingstuded.digital pulses. and hall important implications in the
As detailled TD-T moddling wrooedss tin &NL design at the multi-layer circuit boards and mult.

it is possible that commercial application areas chip modules that are widely used in modern digital
wili include the deeig omat spoue v~face technology. Most existing computer-aided circuit
conforming antennas fort hoe (rotp-ona design tools (Primarily SPICE) are inadequate
antennas tar satellite reception); automobiles when digital dock speeds oxced about 2SO0MHz.
(rooftop-mounted antennas tar two-way uteeise Thes tol ca no delwt the physics at
communication. lbcense-plate-mounted antennas tor UHF/microwave elactromagnetic wave energy trans.
automated collision avoidanc and POpro--nd Port (along Meta surfaces like ground planes. or in
route-following); and lapto computers (c*mputer. thme air Away fram metal path) that predominate
case'mounted antennas tar twa-way cellular an above 250 MHz. Effectively. ellemtonic digital sys.
satellite communication). ta drlPsbsata anagc wave effects when
7.2. ML-rewe ,ciadu clock rates are high enough, and tull-vector (full.

Strilin mirowve ircits inludng lteing wave) Maawells equations solver become necessary

elements and couplers. are being studied tar the dtf orthrstdrsadig
times by applying gel-buse timedomain Maxwell's Key recen t examples include:
solvers. Key recnt examples inlude: (1) Liang it 41I'-dhmredimensional FD-TD

()Sheen.,t al'*-MDTD models ofticostrp modeling at picosecond -~ propagation along
(i)~onisc co-planar waveguldes above gaflium arsenide.
(2) Ko and Milrl wredmnional FD-TO (2) Sbibata anW Sano"-thre-dimensianal PD-

mOddel yidEldingth broadband S-aaeeso TO modeling of propagation along metal-insulator-
Mkr0tdP1UWMcouler &W ybrds.semiconductor Ulam.
mlcrsul fiter, cuplrs nd ybrds.(3) LAM o ual."-4hreer-dimfensional FD-TD mod-

This work is boding to the modeling at microwave eling at digital signal proapgation and radiation tar
and millimeter wave integrated circuits (MIMIC) in VLSI peckaging.
regimes Of electrical sin and complextity that cannot (4) Maeda 81a"tre~lesoa FD.TD
be handled by anY existing fini kte-lmnt Or boundary modeling at digital pulse propagation through vmas in
integral method. a three-layer circuit board.

7.3. yjtem(5) Plket-May i at L-n-n perhaps the most corn-
73. Ioelwmagwaci'7SflUplea modebln so tar, the authors constructed three.

Orid-buetldiftni-domaeil Maxwell's solvers are dimensional PD-TO models at sub-naniosecond
now blng extensivey i.,ý;IW in clinical settings tar digital pulse propagation and crouatalk behavior in
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Z-Axds Connector System single 22-layer board generated by the passag or a
sub-nianowcofd pulse down one of the via pins.
Although the relatively intense magnetic field adjacent
to the excited via (shown by the yellow color) is quite
localized, moderatte-level magnetic fields (shown by
light blue) emasnate throughout the entire transverse0
cros*-section of the board and link all of the adjacent
via pins. shown as dark dots in a diamond pattern.
The complete color video or this phenoenwron shows
repeated bunts ofoutward pioppting waves linking
all points within transvenecross-sections of the board

asthe digital -ul passe vertically through the 22
metal,-disehctrl-metall layers of the board.

~ /Figure 6 is a collor plate showing the magnitude
and direction of cwvurnt instantaneously Rlowing
along the vertical crosssection of Fill. 4 for a sub-

nanosconddigital pulse assumed to excite a single
vertical via pin in the upper 22-layer board. The
currentts were Calcuate in a post-proeSsing step by

numerically evauating the curl of the magnetic Uild
obandfrom the thre-dimensional FD-TD model.

Fig. 4. Veal cut through the tour-arcuslibwd. three- The COloresd was selected to denote downward.
connector pomeuty sheelag the via pins spacd 0. 1 in dircted currient, while the color pgren was selected

1111011 to denote upward-directed currenit. At the time or
this visualimtioa, current had proceeded down the

modules consisting or fouw 22-layer -circuit board exicited via through a&D four boards and all three
connected by three 100-pin connectors. The entire connectrs; but upward-directed (gree) current is
space was modeled with a uniform resohuiuon of seen to low on the adjacent ulas. This reprsnts
0.004 in. permitting sacli layer, via and pin of thie undesireid pound-loop coupling to the digital circuits
circuit boards and cowmu to be modeled. A using these vhs. Ironically, the tar-left-hand and
maxiumum or 60.W0.000 vcto field unknowns was fa-r-igh-hand vima shoin domwiwrd-directe (red)
solved per modeling rnan A (cor oWftperap 600 tames currents were desigate by the designers of this0
hlare than the capacity or the largest SPICE or Unite- Structure to be the ground return pins and should have
elemet CAD to01l available. Color videos of digital been the oilyins carrying upward-directed (greeni)
signal propagallo and croestalk were constructed tw current. In other words, this interconnection module
vividly illustraet these phenomena. wound up workin narlAy in an opposite manner

Figure 4 depWct the geometry of the tour-board, relative to what its designerrs had intended.
three-connector stack wase- in a vetcalW cut through This work is ~leaig to the direct time-domain
he stack. Each 22-layer airicat board is shown as, a NMaweils equations modeling of the mectallic inter-

cross-hatched, honziontal slab, and each vertical via connect and packaging of general-purpose digital
pin (spaced at a 0.1 in interval) is shown in proper circuits operating at clock speeds about 250 MHz.
relation to the surrounding boards and connectors. From the example shown,. it is clear that the analog
(Rscall that each 0.004 in-thick metal-dilcti layer coupling vswcs for such devices, can be so comnplex
of each board is modele.) that there may be no way to design them-no way to

Figure ias acolorplOwsshowing the phan view ofan make them work in a timely and, reliable manner-
outwardly Pro11agat1iANS Sheaumagnetic wave within a without such modeling.

F1g. 5. COlo plat showing &WPthe pln4w Of an Outwardly Propeptia eleftromagestic wave within a
single elwuft board o(f ig. 4 gienerted by the pinup of a suonab eem .aoiodpu dow ne ON thed via

Pins. C0olr =sit Yellow w maximnum~ giw - moderate dark blue - negligible.
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1 64 A. TARLOVIR

Fig. 6. Color plate showing the Magnitude end directice of Currents msnstanmeouuly flowing along the
vecalm cron-actmo of Fill.4 for a sub-aanoseomd digital pulse auumtnd to excit a single vertical via
pin in the upper 22-layer board. Color sce.W red - adt dowmwrd-dizacted currnt; grme = net upward-

diemed cumrest dark blue = neglgible.

7.5. Incor'poration of modris of active devices (3) Swi et aLt'-two-dimnwrsional FD.TD model.
It is a short distance from modeling device packag inS or lumped-circwt elements (resistors, inductors,

ing and interconnects, as discussed above, to incl-d capacitors diodes and transistors).
tag the active devica themselves. Work has begun in By 1"S5, this work will probably lead to the

this aea. Te bes exampes ar: Iriuisration of SPICE models of arbitrary linear
(1) Sawo and Sbibata"--incorporation of a self- and non-linear circuit elements into three-dimen-

ooisment drift-dillfusion charge-transport model of sional space-grid time-domain Maxwell's solvers.
gallum arseide in the three-dimensional FD-TD Thiswllexpsnd full-vecorcelectromnagnetic modeling

4 solver. This work modeled picosecond-regime pulse of digital interconnects to include the voltage-current
generation for an optically excited gallium arsenide characteristics of the connected logic devices. It
device, should result in a virtual replacement of SPICE for

(2) El Ghazaly et aI.M.--iricorporation of a self- most problems involved in digital interconnect design
consistent Monte Caro charge-transport model of above 250 MHz.
gallium arsenide in the three-dimensional FD-TD A recently initiated 3-year cooperative program
solver. This work also modeled picosecond-regime between Cray Research and Los Alamos National

0pulse generation for an optically excited gallium L.aboratory recognizes the possibility that the design
arsenide device. of the digital microchips themselves will mandate

* A245



Re-iventng eectrmagntam165

(WIl-viector EM mo~dW&ng specialy when clock (A) 0.75
spesed exceed 30HOW In this regine, wave propa-
ptiOn and coupling effects within the chips may 0.50
render their operation just as probematic as that or
today~s circuit board modules aop erating at 300 MHz.' 025~

Subsequently. the Cray/Los Alamnos proratin weeks A
to explore Maxwell's equations modeling of digital U. 000
chips having clock speeds well above 100Hz. The Y
reasoning here is that when the logic pulse rise time Q~ -0.25
becomes comparable with the charge transport time, W.
existing approaches for modeling seniconductors -050.
which assume a quasi-static formulation for
Max"': equations (the Poisson equation) will no 0.75
longer have validity. In this regimte, the simple circuit 20 so 1O0 10 180
concept of a digital signal toggling arnsso may Distance (AA)
have to be considered at the mosn elemental level.
Namely, the digital sigal and transistor aictually Nb 1.00,
comprise a three-dimensional electromagnetic pulse 0.75
scatterngS geometry: the digital signal is really a
three-dimenstioal propagating fleld distrbution hay. 0.50.
ing a 9spcific temporal resipcase and the transistor is 0.23
really a three-diiensional charg denisity distributionz
that reacts non-lineairly to the impingig electromiag- 0.00.
DeOW pulse. Self-consistent Maxwell's equations field
tisinsport and semicoductor charge transport mod- -U 0.23 4
eling ame required to properly understand this non- .s
linear scattering situation. 07
7.6. Api~catic., to a11-qptica devices01

Work has begun to appear on flmt-princpiph mod 1.0 I0io o
cling of the propagation and switching of femtoe-cDistance (,U)
and optiacal pulses in noan-linear dispersive media.. Fig. 7. FDTID oomputed propagation of a 50 fs duration
A~tan. time-domain grid-based Maxwell's solves are infrared optica pulse obeerve at propagation distance of
being use&- 55 and 126pmr fricma the source in a mulliumn having

Josph , .0 -dmontred nd igoousy winalotu dispersiion due to a single Lorm~awn reluxatin
Joseh oral.-demnstatedandrigoousy (a li ase shodwing pulse attenuation, broadenioang d

validated an edlcisnt onMiesoa DTD analy- Auqusecy niodualation. (b) dispervivir non-how, cams, show-
sis of feimtosecond pulse propagation and refection in$ this formation of a soliton pulse and precurso.
effects for a linear Lrnmtz (resonant dispersive)
medium. This work pioneered direct Maxwells propagation distances of 55 and 126 urn from the
equations modeling of second-order dispersion, source in a linear medium having anomalous dis-
providing extriemely accurate physics over instan. persion. Note pulse broadening, diminisg &Mph-
maeous bandwidths of literally d.c. to light for tude aW canier frequency modulation (>f, on the

reflection coefficients and Sommerfeld and Brillouin leading side. <f, on the traiing side) which causes an
umpulsive precursors asymmetrical shifting of the envelope, a higher-order

(2) Goorjian and Tahove0-demnonstrated an dispersive effect. In Fig. 7b. sufficent non-linearity is
efficient one-dienwsional FD.TD analysis of fem. introduced to yield a soliton that retains its amplitude
tosecosid optical solition propagation and collision in and width when observed at the same propagation
a onWO-order non-linear dispersive medium. This distances as Fig. 7a. Howevier, a low-amplitude pre-
work obtained for the firt time optical solitons from cursor is seen to move out ahead of the soliton. The
MazWdrs equations, with quantum physics such us carrier frequency of this precursor is upshifted to
the K= and Reman interactions incorporated into approximately 3.6 tiames that of thre main pulse.
the Maxwell's equations at distance scales larger than Figure $ depicts; the Fourier spectrumn of the
about 10 am. solitonis shown in Fig. Th. The figure shows a red

(3) Ziolkowski and Judkinso-two-dimensional shift and sharpening of the spectrum as the pulse
FD-TID anal1ysis of feintosecond optical pulse props- propagates. This red shift is predicted due to the
gation and self-focusing in a first-order non-linea~r Ramian effect occurrng as a higher-order dispersive
dispersive medium. non-linearity modeled by the non-linear Maxwell's

Consider qualitatively the key results of Ref, 39. equations solver.
Fig. 7a depicts the FDTD computed propagation of Finally, Ref. 39 considers the collision or two
a 50 fs duration infrared optical pulse observed at counter-propagating solitons. Each is identical and
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1200 This work may lead to the modeling Of aII-optical
digital logic devices switching potentially in 10-50 Cs

1000 at room temperature. This is about 1000 times faster
than the best transistor today and 100 times faster

Z. Goo.6A than a Josephson junction operating under liquid
helium. The implications may be profound for the

ON.'. realization of "optonica". a proposed successor tech-
', nology to electronics in the 21st century that would

integrate optical fiber interconnects and all-optical
processors into systems of unimaginable information

200 processing capability.

0~t4O4 12e4.04 ¶ ~c~o~ 5.CONECLUSION4S
Frr.Qu.'cy Supercomputers of the mid-I 990., which promise

Fig. S. Red shift or the Fourier specrum or the propagating to achieve rates from 0. 1 to I Tflop. will permit us to
soliton of Fig. 7b. attack some "grand challenges" in electromagnetics.

*has all of the parameters of the previous case As is One such "challenge" remains from the RCS technol-
characteristic of colliding solitons, after the collisions ogy side--the airplane-in-the-grid. In fact. using the
the pulses separate without changing thir ewi clas of machines and the new class of space-grid
appearance. However, there are lagging phs shf ti ndoan Maxwell's solvers, it will certainly be
due to the collsin up to 31* for the carrier in the posil to obtain whole low-observable fighter-
precursor. To illustrate this, RS. 9 plots th gpxm supa models in the 1-3 0Hz range and jet-engine-
dependence of the central pant of the precursor for iltmodels up to perhaps 5-10 0Hz with predictive
th*noie aean h olddcw Such phase dynamic ranges up to 7083. In addition, time-
sithe ncotlli yded case d th pevousde casrma e domain non-linear optimization algorithms will
abshis. noropticaly deitechingdbypevioues.ter.myb probably be used to achieve engineering goals with

aepc basi forra t optca switchingcs devies.
Unlike all previous soliton theory based Upon argsably mor obpervbityande aoseroynamics.& autof-

the puilse-envelope approach. the direct Maxwell's arghabl mortene im ortnetoocty the same aoptr olgor
equations model of Ref. 39 assumes nothing about atacith er i -gremntd oc halnes"i samectomputnerscul
the bomolnenty or isotropy of the optical metacdterium.calegs i lctoaneis

i.the mlagnituide of its non-linearity, the nature of its & the satellite-antenna-in-the-grid;
w-P variation, or the shape Or duration of the optical * the cance-patieut-in-the-gnid;
pulse. Dy maimin the optical carrier, the new * the digital-microchip-moduie-in-the-grd:,
Maxwells equations method solves for fundamental * the microwavehnillimewe wave integrated cir-
quantites-fte opwca electric and magnetic fields in cuit-in-tie~grid.:
space and time-rather than a non-physical envelope * the array-of-picosecond-transistors-in-the-gud;

*function. Thus, it is extendible to full-vector optical * the femtoueond-all-optical-sw/itch-in-the-grd,
fielids in two and three dimensions to permit rigorous etc.
boundalry value problem studies of non-lioea vector- w htutatresa ouino awl'
wave polarizitdion, dfrection. sicattering wi in Iasettatutataeer. ouio fMawl'
lernene eeflcts. This is being actively pursued. equations using time-domain grid-based approaches

tany be flandamlental to the advancement of our
0.020 technology as we continue to push the envelope of the

C1 - ftor colision ultra-complex and the ultra-fast. Simply speaking,0.0ts - 0 C0111910'9 Maxwell's equations provide the physics of elocro-
0.00. accuatipe modelng frs esenil. to undert and theigh

0.00o - curt magnetic phenom enatfomalc to lighrt and tuhei
spe0iga.fecshvngwv0rasotbeair

0.00 -Let us Aim for the computational unification of:
-0." * full-vecto electromagnetic waves in three di-

0. * chrg trnsor in transistors, Josephson junc-
-tio and electro-optic devices;-0.05- *surface and vouercwave dispersions, includ.

-0.020 ing those of supercooductors; andt1 s 1e675y '17000 11619 "so nn-neitsdutouatmeec.
Grid eel' snlnaiisdet un=efcs

Fig. 9. Phane lag of the prulcursor pulse as a r"W of Then, we can attack some computational "grand
counuerpopapti~ng soliton-tolitoin collision, challenges" to directly benefit our society.
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We teport the initial inuutlgation of the aeheovdynamia of vislble-11ht interaction with the outer segment
a( the vertebrate retinal rod based on detailed, rst-principlas computational electrornagnetics modeling. The
computational method omplap a direct time integration of Maxwells equations in a two-dWmensional. spaew Vid for
both traneewemampatic and uanevmeeo4latic vector-field modes. Detailed maps of the optical standing wave
within the retinal red are give for three illumination wavelengths. 714. 505. and 475 nm. The standing-wave
data an Foudie anaijued to obtain spatial frequency speFtra. Zzoept for isolated peaksa, the spatial frequency
Wte am ae mentialy Wodpmdent of the Mlumination wavelength.

For many years there has been interest in the optical Recently, the range of TDTD modeling of elec- 0
properties of photoreceptors." These studies ad- tromagr~etic wave interactions has been expanded
dremmed a variety of questions concerning the optical to linear and nonlinear dispersive optical ma-
fuinctioning of the ptoeptr. The goal of the terials and structures, including linear optical.
research reported here differs from the earlier studies directional couplern" and femttoeecond optical pulses
in at least one important aspect: We have sought to and solitonsA12,1 The upper-frequency bound of
understand the interaction of the photoreceptor with FD.TD modeling (equivalently, the lower bound
light from a hfundsLnte electrodynamics, penupe- on grid coill size) is predicated by the proper
tive. Our workcing hypothesis is that the detailed incorporation of quantum effects into the macroscopic
physical structure of a photoreceptor impacts the X")' susceptiility function that relates the Maxwell
physi"s of its optical absorption a"d thereby, vision. displacement flux D to the electric field E as a
In this Lotter we consider one such photoreceptor, fiunction of frequency wi.
the vertebrate retinal rod. The bulk structure of tho In our study we have implemented two separate
retinal rod exhibits the physics of an optical wave- two-dimensional models of the isolated outer segment0
ri~ide, whije the internal disk-stack periodic structure of the retinal rod; a traverse-magnetic (TM) model
adds the physics of an optical interferometer. These and a transverse-electric (TE) model. The TM model
effects combine to generate a complex optical stand. involves the vector-field mode having H, and Hy as
ing wave within the rod, thereby creating a pattern the magnetic-field unknowns and E, as the electric-
of local intenslhicatlons of the optical field. field unknown, while the TE model involves the mode

we employ a robust direct timeo-Integration ap- having E., and Ey as the electric-field unkrnowns and
prcwah for Maxwell's vector-field equations, imple- H, as the magnetic-field unknown. For both models.
mented on a two-dimensionual space grid, to obtain the. optical excitatiosi is a monochromatic incident
the electrodynamics of the retinal rod at optical plane wave propagating in the -ty direction parallel
frequencisa. The comiputational approach., desig- to the major axis of the rod, which is assumed to
nated as the finIte-difference time-domain (FD-TD) be infinite and unchanging in the z direction. Three
mnethod,-l employ second-order accurate spatial different free-space optical wavelengths A. have been
central differences and leapfro time stepping to im- investigated: 714 rim (red), 505 unm (green), and 475 *
plernent the space and time derivatives of Maxwell's nmi (blue). Tha .od ii' assumed to have cross-section
time-dependent curl equations. FD-TD is a highly dimensions of 20(w. nm X 20,000 nmn, 14 corresponding
efficient means to model ful-vector impulsive or to (3.8-67Aj) x (38-57Ad) over the range of wave-
sinusoidal electromagnetic wave interactions with lengths used in the model, where Ag is the optical
arbitrary one-, two-, or three-dimensional imhomoge- wavelengt within the rod's dielectric media.neous material structures. Originating from defense A uniform Cartesian space grid having 5.0 unm x 5.0
application$ in the radar crosssection area, FD-TID nm unit cells is utilized in the computational model.*
is becoming widely used for modeling radio fre- This provides a wavelength resolution of Ad/70 to
quency and microwave scattering, penetration, and A./g105, depending on the incident wavelength. Theradiation interactions with industrial and biomedical overall grid includes 2.1 x 100 cells, correspond.
structures of realistic complexity. ing to 6.3 X 10' vector-field unknowns. Reliable
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The computational procedure involves launching
a sinusoidal plane wave of the desired optical fre-
quency in the +y direction and integrating Maxwell's
equations in time as the wave penetrates the rod,
propagates all the way to its back end (maximum
y coordinate), rebounds, and propagates all the way
to its front end (minimum y coordinate), rebounds
again, and then repeats the front-to-back-to-front
"traversal one additional time. It should be under-
stood that electromagnetic wave diffraction in all

S'-directions in the z-y plane is computed during this
process in accordance with Maxwell's equations. At
the conclusion of the time integration, the standing
wave of the time-dependent optical electric field is
obtained. Convergence studies involving extension
of the integration period to allow a variable num-
ber of front-to-back-to-front traversals of the wave

• •have been conducted and indicate that the sinusoidal
steady state is essentially achieved after the first two
complete traversals. Approximately 1.6 h of sinile-
processor Cray Y-MP time is required to model one
such integration at the 505-nm incident wavelength.

Figure I is a visualization of the computed mag-
nitude of the normalized electric-field values of the
optical standing wave within the retinal rod for TM
polarization at A. - 714, 505, and 475 nm= A simi-
lar visualization is observed for TE polarization. 7b
assist our understanding of the physics of the retinal
rod as a complex optical waveguiding structure, we
performed the following reduction of the standing-

* vwave magnitude data at each A,. First, at each
transverse plane located at a given y. in the rod,
we integrated the electric-field values E(z,y.) of the
optical standing wave over the z coordinate to obtain
a single number, E,=(y.). Second, we performed a
discrete spatial Fourier transform of the resulting

* Fig. I. Visualization of the magnitude ofthe electric-field distribution EZ,(y.) over the y coordinate. The re-
values of the optical standing wave within the retinal rod sults are shown in Fig. 2 for the TM cae and in
for TM illumination relative to IV/m incident at 475,505, Fig. 3 for the TE case. With the ezoeption of isolated
and 714 rim. White areae, standing-wave peaks; dark peaks unique to each A., the spatial frequency spectra
areas, standing-wave nulls. The maximum ampliflcation for each polarization are essentially independent of
for the IM mode is 2.3.

10,00. SPATIAL FREOUENCY : TM CASE

second-order radiation boundary conditionss are im.- IfCi.tt .
plemented at the outer grid boundaries to simu- - 475 men
late the rod embedded in an Wfinite fluid region. ..... 5o5 •,,
Thus any computed wave reflections are virtually ,ooo --- 7`1

exclusively due to interfmce effects within and at the
surface of the rod. There is little contribution to the
computed optical standing wave owing to reflections
from the outer grid boundary.

The 5-nm resolution of the space grid permits de-
tailed modeling of the 15-nm.thick outer wall mem-
brane of the rod and the 15-nm-thick internal disk
membranes."' There is assumed to be 799 of the
latter distributed uniformly along the length of the " ,.
rod, separated from each other by 10 nm of fluid and
separated from the outer wall membrane by 5 nm of ooOEO000 2Eý006 GE004!•006
fluid. The index of refraction for the membrane n. s, SPW, Fro,.oy (mi')
was chosen to be 1.43, and the index of refraction for Fig. 2. Spatial frequency spectra of the transverse
the fluid nf was chosen to be 1.36, in accordance with integrated optical standing wave for TM illumination at
generally accepted physiological data. 714, 505, and 475 rim.
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SPA~AL FEOUECY ;rE CS505 nm. We see that the normalized glass-air spec.
,soc SPAIAL REQENCY (E ASEtrum exhibits Uttle correlation, i.e., numerous sharp

high-amplitude oscillatdons over the entire spatial
frequency range considered. On the other hand, the

47 nr,, normalizd membrane-fluid, spectrum varnes im a
714I'mtight range near unity through spatial frequencies *

10-0 7. of 3.8 x 10a m-1. We conclude that the agreement
of the spatial frequency spectra for the vertebrate
retinal rod Indicates a real physical effect that is
dependent on the proper definition of the indices of

W refraction of the components of the rod structure.
jSoo The observed independence of the spatial frequency

spectrum of the optical standing wave within the
retinal rod structure relative to A, supports the by-
potheuis that the electrodynamic properties of the rod
contribute l~I.JA& d 94 to the wavelength specificity

0000 g.006of optical absorption-$ From an electrical engi-
oc o 21004 4+00 GC004neering standpoint, frequency-independent struc-

4000 "M-Y(NO)tures have found major applications in broadband
Fig. 3. Spatial frquency spectra of the trnves transmission and reception of radio-frequency and
integrated optical standing wave for TE ilumination at microwave signals. There is a limited set of such
714, 505. and 475 run. structures, and it is always exciting to find a* new one.

We speculate that some engineering application
so of frequency-independent retinal-rod-like structures

may eventually result for optical signal processing.
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